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Présentation de la these

Le travail de cette these s’inscrit dans le cadumel recherche sur I'analyse
biophysique de I'adhésion de I'amibéctyostelium discoideursur son substrat.

Dictyostelium discoideurrest une cellule eucaryote simple, qui possede un
génome haploide contenant un nombre de génes dgamaitié de celui du génome
humaine et qui peut étre manipulé avec des techsigstandards de génétique
moléculaire. Elle est capable d’adhérer et de Igétaur différents matériaux aux
propriétés de surface assez variables. En conséguegtte amibe est un trés bon modéle
expérimental pour étudier la formation de contaethile-surface.

Le contact d’'une cellule avec une surface solideursprocessus tres complexe
qui initie d’importants chemins de signalisatiotracellulaire, conduisant a I'adhésion et
I'étalement cellulaire, la polarisation, la mo#lit la prolifération et parfois la
différenciation.

Le nombre des protéines impliquées dans I'adhé&stinlaire est assez important
et suppose beaucoup d’interactions moléculaires.dEBpit de la connaissance de
nombreux éléments qui jouent un réle dans l'admgsieur hiérarchie temporelle et
organisation spatiale ne sont que partiellement nges. Certaines protéines
membranaires impliquées dans cette adhésion omeétuvertes. Quelques unes de ces
protéines sont similaires aux intégrines qui inemaent dans l'interaction des cellules
mammiferes avec les protéines de la matrice exindaiee. Dictyostelium discoideum
posséde aussi beaucoup de protéines connues corisatfpartie des structures
d’adhésion chez cellules mammaliennes, comme pampgbe la taline, la paxilin, la
coronine, qui stimulent la polymérisation de I'aetiet relient les microfilaments d’actine
de la membrane plasmique.

En utilisant la «reflection interference contrastnoscopy» (RICM), Sébastien
Keller du groupe conduit par Franz Bruckert, a oldserécemment que la cellule
Dictyostelium discoideurs’étale avec une activité de protrusion périodidLee période
des cycles d’activité est d’environ 11 secondele®fcycles persistent au moins durant
I'étalement (approximativement 1 minute). Cettevétét cyclique révéle une organisation

temporelle tres complexe des événements molécsilgireconduisent a I'étalement.



C’est un défi d’identifier la formation successides complexes protéiniques qui
meénent a établir des contacts stables entre lacuét la cellule. Pour cela, il serait
nécessaire de synchroniser le point de départéti#dment cellulaire pour avoir acceés a
différentes étapes de cette activité.

Notre objectif était de synchroniser le contactutelsurface pour une population
des cellules, ceci étant un élément déterminant poéparer du matériel cellulaire
enrichi avec des complexes des protéines activés ajp certain temps apres le contact.

Le mémoire de thése commence par le chapitreduction qui a deux parties.
La premiere partie porte sur les parametres biqlags qui influencent I'adhésion et
I'étalement de I'amib®ictyostelium discoideunte modéle cellulaire utilisé tout au long
de ce travail. Les mécanismes qui assurent l'agihét®s cellules sur leur substrat sont
passés en revue. La deuxieme partie donne uneétartdde la manipulation des cellules
avec des champs électriques. Les techniques etdstde manipulation des cellules sont
exposeées et leurs mécanismes physiques assoctéesadts par les concepts de base, les
différentes forces et les grandeurs physiques neisgsu.

Le chapitre deux est consacré amatériels et aux méthodeset porte sur les
méthodes expérimentales spécifiques développéeassgnahroniser 'adhésion cellulaire
des amibes. Les expériences d'électrochimie, lesilations numériques, les méthodes
d’'observation et les méthodes d'analyse y sont eptégs. Cette description est
accompagnée de considérations sur les bases pégsajubiologiques des méthodes
utilisées: principe de la double couche électrigudétail de la théorie de Gouy-Chapman,
potentiel Zeta, théorie DLVO et modéle de l'adhéeercellulaire sur des surfaces
chargées en fonction de la force ionique.

Le troisieme chapitre est consacré awsultats. Le premier sous chapitre
concerne I'adhésion non synchrone (étalement degesesous l'influence de la gravité).
On y confirme les études précédentes qui montneeDirtyostelium discoideurs'étale
avec une activité de protrusion périodique, assoéiéune polymérisation de l'actine
(suivie par microscopie de fluorescence en utitists cellules marquées avec Liffi-
GFP) selon des périodes similaires. L'influenceothamp électrique sur des cellules
adhérentes sur différents matériaux (ITO, Ti, PA@t est ensuite étudiée. Des potentiels

positifs mais aussi négatifs ont été testés. Qmitée est suivie d'une description des



parametres pouvant étre manipulés afin de contt@ehésion et I'étalement cellulaire
(notamment la force ionique et la charge de suyfadm de définir comment des cellules
vivantes peuvent étre maintenues en lévitationeacentaine distance d'une surface par le
jeu des propriétés électrostatiques des celluledest surfaces. La polymérisation de
I'actine sur des cellules en lévitation a été aéasiliée dans ce sous-chapitre.

Deux méthodes sont ensuite analysées pour synskRrotadhésion cellulaire:
laugmentation de la concentration du tampon @jligpar diffusion ionique et
lapplication d'un pulse électrique. Le volet suiades résultats concerne la
synchronisation de cellules qui se trouvent d’atmrdévitation puis adhérent de maniere
synchrone par diffusion ionique. Dans ce cas léheps de synchronisation obtenu a été
trop long par rapport a la période de polymérisatie I'actine. Le dernier sous chapitre
des résultats décrit comment la synchronisatioté aBtenue avec succes sur un substrat
d’'ITO en appliquant des pulses électriques tréstsdBV pendant 0.1 s). Les conditions
expérimentales testées sont récapitulées danslleaux et celles qui induisent le plus de
cellules adhérentes sont retenues. La synchroomsadi été démontrée en étudiant
l'activité de polymérisation de l'actine pendanétélement d’'une population de 14
cellules induit par pulse électrique.

Enfin, unediscussiondes résultats est proposée dans le quatriemetehapes
résultats concernant les distances entre celltleshstrat sont estimés par observation en
RICM et comparées avec les valeurs obtenues th&orignt a I'aide de modélisations
appropriées. Une figure synthétise ces résultats.

En conclusion,nous estimons que nous avons obtenu, pour la ererfois, la
synchronisation de I'étalement cellulaire d’'un greude cellules grace a une méthode
électrochimique. Ceci pourrait permettre, en fdisare analyse biochimique appropriée,
d’identifier les événements moléculaires qui comdnt a I'adhésion cellulaire. Nous
estimons que les connaissances acquises au cowsttdeétude pourraient également
servir de base a d'autres études sur les mécanismeélant I'adhésion cellulaire, soit en
servant de modele d'étude de mutants affectantrsgigseprotéines cellulaires, soit en

permettant des analyses plus fines des paramén@sysiques mis en jeu.
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l. Introduction

1.1Dictyostelium discoideumlifestyle and importance as a model organism tatsdy

cell spreading and adhesion mechanisms

Dictyostelium discoideums a soil-living amoeba belonging to the phylum
Mycetozoa (Raper, 1935p. discoideum commonly referred to as slime mold, is a
primitive eukaryote that is able to differentiateorh unicellular amoebae into a
multicellular organism and then into a fruiting lyaalithin its lifetime.

In the wild,D. discoideuntan be found in soil and moist leaf litter. Thanary
diet of D. discoideumconsists of bacteriavhich are found in the soil and decaying
organic matter. The amoebae feed on bacteria bygalytosis.

When nutrients are availablBjctyostelium discoideurtives, divides and grows
as single-cell amoebae (with an averaged diamé&ted pm, if it is considered spherical).

This growth phase is called vegetative stage (Ei.

A B

Fig. 1.1 A. Phase contrast image aBdReflection Interference Contrast Microscopy imade
unicellular amoebae in vegetative stage.

The asexual life cycle dD. discoideunmbegins upon exhaustion of food sources,
when vegetative cells aggregate to become multieel(Aubry, 1999)D. discoideum
has a multicellular development cycle (social cycleat consists of four stages:
vegetative, aggregation, migration, and culminateelected life stages are shown in Fig.
1.2 (Sameshima, 2001).



Culmination
Beginning  Early Mic Late End

Dormancy Swelling Emergence
Fig. 1.2 Scanning electron micrographs of the asexual lifeycle (A—-M) and germination
process observed by differential interferential cotrast (DIC) (N-P) of D. discoideumstrain
NC-4. (A) Interphase.R, C) Aggregation stageD) Mound. E) Nascent slug.H) Migrating
slug. G—K) Beginning,early, mid, late, and end of culmination stagepeesively. At the end of
the culmination stage, fruiting body formation @mplete.(L) Spores in sorus. A part &f was
enlarged. M) Amoebae feeding on bacterid)( Dormant spores.q) Swollen spores.R)
Emergence ofascent amoeba. Scale bar, 100 ©n %0 um A, B, D-J), 20 um K), 10 um [,
M), 2 um N-P) (Sameshima, 2001).

Lab cultivation

D. discoideum’sability to be easily cultivated in the lab (Tyl&Q00) adds to its
appeal as a model organism. The isolation of mattret were able to grow axenically
(Watts, 1970) made it possible to gr@ictyosteliumin liquid nutritive medium without
bacteria organisms. Organisnis discoideumcan be grown either in shaken liquid
culture (e.g., HL5 medium) or on a bacterial lawrPietri dishes. The cultures grow best
at 22-24°C (room temperature) and generation time is 8-1#hm HL5 medium and 4-
6 hours on a bacterial lawn.

D. discoideuncells can be fed ok. coli, which is adequate for starting the life
cycle. When the food supply is diminished, the dpaaewill aggregate. Soon, the dish

will be covered with various stages of the socfaldycle or sexual life cycle.



The establishment of a transformation system @xell984) paved the way for

the genetic manipulation of this organism.

Use as a model organism to study cellular adhesion

During their vegetative stagB, discoideuncells adhere, move, emit and react to
chemical signals and are able to differentiate.s€hprocesses present characteristics
similar to cell migration in invasive cancer. Thatnal Institute of Health (NIH) has
been proposing amoeba as an attractive model faecaesearch. Its genetic background
cycle makedD. discoideuma valuable model organism to study genetic, caljuhnd
biochemical processes in more advanced organisms ee (s
www.nih.gov/science/models/d_discoideum).

It can be observed at organism, cellular, and nutéedevels primarily because of
the restricted number of cell types, behaviors, ted rapid growth (Tyler, 2000). It is
used to study cell differentiation, chemotaxis @ndgrammed cell death, which are all
natural cellular processes. It is also used toysti@inmon physiological phenomenon
including cell sorting, pattern formation, phagasis, motility, and signal transduction
(www.dictybase.org).

D. discoideumhas a haploid genome with about half the numbegesfes of
human beings, which can be manipulated by standenécular genetic techniques. It
carries similar genes and pathways making it a gm@odlidate for gene knockout (Nag,
2008).

The entire genome db. discoideumwas sequenced (Eichinger, 2005) and is
accessible in a public database caltBdtyBase(www.dictybase.org). Individual cell
behavior accounts for many phases of health andasés This is portrayed iD.
discoideumin many different ways. Cytokinesis acts as péitronune response, tissue
maintenance, and cancer, in the form of cell peddfion. Chemotaxis is involved in
inflammation, arthritis, asthma, lymphocyte trakfitg, and axon guidance. Phagocytosis
is used in immune surveillance and necessary fogem presentation, while cell-type

determination, cell sorting, and pattern formatioe basic features of embryogenesis.



D. discoideums therefore a good model organism to study géroeihbiology
problems such as the coupling between plasma memla@hesion and the cytoskeleton

or cell polarization during explorative motility.

e

1.2 Biological parameters that influence cell adhé&sn and spreading

Dictyostelium discoideum cells adher directly (xtr& cellular matrix necessary)
on different surfaces, hydrophilic or hydrophobices that exhibit different atomic or
molecular structures at the interface with a liqudedium. Thus, we are strongly
interested in cell surface charge, since plasma bmane lipids and proteins carry net
charges, and how this aspect could influence atllesion. In addition, we are interested
in mechanisms of cellular adhesion (adhesion pnstailistance interactions between cell

membrane and surface molecules, signaling pathways)

1.2.1 Plasma membrane lipids and proteins: the mairsource of surface
charge

An eukaryote is an organism whose cells containptexstructures enclosed
within membranes. Many living organisms, includigganimals, plants, fungi, etc. are
eukaryotes. The defining membrane-bound structume differentiates eukaryotic cells
from prokaryotic cells is the nucleus, which gitkeese organisms their name. They have
a variety of internal membranes and structurededabrganelles, and a cytoskeleton
composed of microtubules, microfilaments, and meiate filaments, which play an
important role in defining the cell's organizatiand shape. Eukaryotic DNA consists of
several linear DNA molecules associated to specpgioteins (histones), called
chromosomes. During cell division a microtubulemdje assemble that helps to separate
the chromosomes.

Given that in our present study, we used solutiery different from the usual
culture medium (very low ionic strength, extreme pilues) and we applied electrical
pulses in solutions containing cells, we are irgtye in electrical and chemical properties
of the cell membrane determinated by its compasiéind architecture. In figure 1.3 we

offer a simple illustration of an eukaryotic plasmambrane.



Cell

Extrac allular fluid
Mucl=us

Cytoplasm

Cell membrane

Cark ohydrate ——M ———,
! out

Glpcoprotein "

Glabular protein .

Protein Channal - -
(Ttan=poerk prokeind -

cheolestara| -—-
e T

Glyeclipid - -

]-’CDIIPICI I..._____--"'._______.

K i
‘\_\ b alphahelc prot=in
finte gral proteind

“ Paripharal prot=in

Surface protein

Glabular protein -7 Filarnersts of .-";
(Inte=gral cptoskeletan

7

Lipid bilayer | " Phospholipid

Hydrophilic head

Hydraplsbiz tail

Fig. 1.3Schematic representations of a eukaryotic cell nmangand some components (Alberts,
2008)

Despite their differing functions, all biological embranes have a common
general structure: they are made of a very thin éf lipids and proteins held together by
hydrophobic interactions. It is a continuous doublger approximately 5 nm thick, and
in many membranes the two layers have a differamhposition. Lipid molecules
constitute about 50% of the mass of most animdl m&mbranes, nearly all of the
remainder being proteins. There are abodtipid molecules in the plasma membrane of
a small animal cell (10 pm in diameter) and abdutipid molecules for each protein
molecule in the cell membrane (lipid molecules areall compared with protein
molecules) (Alberts, 2008).



Cell membranes are dynamic, fluid structures, mstoally impermeable for most
water-soluble molecules, and most of their molecut®ve about in the plane of the
membrane. This basic fluid structure of the meméiarprovided by the lipid bilayer.

The amount of each lipid depends upon the cell (yoelish, 2004). The most
abundant membrane lipids are phospholipids (phagpberides, sphingolipids, see Fig.
1. 4), cholesterol and glycolipids (galactocerelt®sand ganglioside that always contain

one or more negatively charged sialic acid residues
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Fig 1.4 Four major phospholipids of the mammalian plasnemitrane. The lipid molecules
shown inA-C are phosphoglycerides, which are derived from agig The molecule i is
sphingomyelin, which is derived from sphingosine @therefore a sphingolipid. Note that only
phosphatidylserine carries a net negative charge, ather three are electrically neutral at
physiological pH, carrying one positive and oneateg charge (Alberts, 2008).

Table 1.1 compares the lipid composition of sevei@bgical membranes.



Table 1.1Appoximate lipid composition of different cell merabes

PERCENTAGE OF TOTAL LIPID BY WEIGHT
LIVER CELL RED BLOOD MYELIN MITOCHONDRION ENDOPLASMIC E. COLI

PLASMA CELL PLASMA (INNER AND RETICULUM BACTERIUM
LIPID MEMBRANE MEMBRANE OUTER MEMBRANES)
Cholesterol 17 23 22 3 6 0
Phosphatidylethanolamine 7 18 15 28 17 70
Phosphatidylserine 4 7 9 2 5 trace
Phosphatidylcholine 24 17 10 B 40 0
Sphingomyelin 19 18 8 0 5 0
Glycolipids 7 3 28 trace trace 0
Others 22 13 8 23 27 30

Protein molecules that span the lipid bilayer raambrane proteins) mediate
nearly all of the other functions of the membranansporting specific molecules across
it, for example, or catalyzing membrane-associatsttions such as ATP synthesis
(Curran, 2003). In the plasma membrane, some tramfmane proteins serve as
structural links that connect the cytoskeleton tigiothe lipid bilayer to the extracellular
matrix (if it exists), a solid substrate or an agjat cell (cell-cell adhesion), while others
serve as receptors to detect and transduce chesigals in the cell's environment
(Sheetz, 2001).

Many membrane proteins are glycosylated (Lodisi@420These carbohydrates
appear as oligosaccharide chains (fewer than 1arsugovalently bound to membrane
proteins (glycoproteins). Another group, proteoglys, which consist of long
polysaccharide chains linked covalently to a protare, is found mainly outside the cell,
as part of the extracellular matrix. In the vegetastage oDictyosteliumdiscoideum,

the extracelullar matrix is missing (Traynor, 1992)

The membrane is selectively permeable and ablegolate what enters and exits
the cell, thus facilitating the transport of madési needed for survival (electrically-
neutral and small molecules pass the membranerehaaiecharged or large ones). There
are two classes of membrane transport proteinesp@aters and channels. Both form
continuous protein pathways across the lipid bilay¢hereas transmembrane movement
mediated by transporters can be either active (gyuoming ATP hydrolysis, for example,
see fig. 1.5) or passive (spontaneous), solute tlowugh channel protein is always

passive (Gouaux, 2005).



The membrane also maintains the cell membrane f@tenith the inside usually
negative with respect to the outside. A membranter@l arises when there is a
difference in the electrical charges on the twoesidf a membrane. Such charge
differences can result from active electrogenic pm (see fig. 1.5) and from passive
ion diffusion through ion protein channels.

The concentration gradient and the potential dgfiee across the membrane
(membrane potential) combine to form a net driviigge, the electrochemical gradient,
for each charged solute (Alberts, 2008). The ebebtemical gradient influences the

charged solute transport through the ion proteanakels.
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Fig. 1.5The Nd-K* pump. This transporter actively pumps"Nait and K into a cell against
their electrochemical gradient. For every moleafl@TP hydrolyzed inside the cell, three Na
are pumped out and two'Kare pumped in (Alberts, 2008).

However, the electrogenic effect of the pumps, iwboutes only for approximately
10% to the membrane potential. The rest is atteidbudb the function of ion channels
(narrow protein pores) that allow specific inorgaitins, primarily K, Na', C&*, or CI,
to diffuse rapidly, with a rate of 100 million ioesch second, down their electrochemical
gradients across the lipid bilayer (Millhauser, 828n patrticular, nerve cells (neurons)
have made a speciality of using ion channels teive¢ conduct and transmit signals.

Only a small number of ions must move across therph membrane to set up the
membrane potential (Fig. 1.6), which varies foraammmal cell between 20 and 120 mV,
depending on the organism and cell type. Thus,ntleenbrane potential arises from
movements of charges that leave ion concentrapoactically unaffected and result in

only a very slight discrepancy in the number ofifpos and negative ions on the two



sides of the membrane (fig. 1.6, Alberts, 2008)oKimg that the membrane capacitance
for most animal cells is 1 pF/énone deduces that the movements of 173.00G0Ks
across 300 pfmof membrane (surface of a spherical cell with digenof 10 pm) which
represent 1 positive charge per 180%nmwill carry sufficient charge to shift the
membrane potential by about 100 mV. Moreover, theseements of charge are

generally rapid, taking only a few milliseconddess.

+ -+ - + - + + -+ - + - + + -+ - + -+ + - + - + -
-+ - + - + - - % = + = + - - 4+ = + = + + - %+ = + - +
+ -+ - + - + + - % - + - 4+ + -+ - + -+ -+ - % - + -
- 4+ -+ - # - - 4+ = 4+ - + - - 4+ = 4+ - + + . .
+ — + — + — 4+ + - + — + — + + — + — + — 4+ + - + - + -
-+ - + - + - -+ -+ = + = -+ - % = + + -+ - + - +
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+ — + = 4+ = + + -+ - + - + * -+ - + -+ -+ = % = % -
-+ -+ - + - -+ -+ - + - - % - + = + ¢ - - % =+ - +
exact balance of charges on each side of the a few of the positive ions (red) cross the
membrane; membrane potential =0 membrane from right to left, leaving their

negative counterions (red) behind; this sets
up a nonzero membrane potential

Fig. 1.6 The ionic basis of a membrane potential. A smallvfbf ions carries sufficient charge
to cause a large change in the membrane potential

Although the K gradient always has a major influence on this mk the
gradients of other ions (and the disequilibratirffeas of ion pumps) also have a
significant effect: the more permeable the membirfane given ion, the more strongly
the membrane potential tends to be driven towaed @huilibrium value for that ion
(Jacquez, 1971). Consequently, changes in a megribrparmeability to ions can cause
significant changes in the membrane potential aiogrto the Goldman equation
(Goldman, 1943). This is one of the key principlekting the electrical excitability of

cells to the activities of ion channels.

Mainly due to the presence of phosphatidylseriremgfoside glycolipid and
transmembrane proteins charges, but also to altolyt groups in transmembrane
glycoproteins, glycolipids, sphingomyelin, phospihdinositol, cholesterol, etc., the
surface charge of an eukaryotic cell membrane ippassed to be negative in
physiological conditions (pH~6-7) (Lakshminarayaai 1975). Moreover, the
membrane potential may influence the surface chageecially when the extracellular



medium is lacking the inorganic ions. For examphe, K™ ions that go to form the layer
of charge at the external side of the membrankoadth their number is not significant,
reduce the negative charges of the bilayer comestitu

A theoretical estimation of cell surface chargevesy difficult to make and it
widely differs in function of the cell type, includy also here the influence of the
membrane potential. Considering only phosphatidylseand ganglioside glycolipid
carrying negative charges, and additionaly supmpairsymmetrical distribution in the
two lipid layers of the membrane, we could estimaie average, a minimum charge
density of 1 negative elementary charge per 46. ifor example, experimentally, the
average values of the effective charge densityentesn the giant axon of the squid, frog
muscle and barnacle muscle in their normal ioniddrenment, correspond to 1 negative
charge per 2.22, 1.03 and 1.95 hmespectively of the membrane area

(Lakshminarayanaiah, 1975).
1.2.2Dictyosteliumadhesion proteins

There is less known about cell-substrate adhe#ii@nproteins involved and how
motion and adhesive forces work togetheDiatyosteliumcells than in mammalian cells.
Cell-substrate adhesion is a major aspect of amdebovement in the social amoeba
Dictyostelium as well as certain mammalian blood and tumor celsll-substrate
adhesion is a crucial step in many biological psses such as development, wound
healing, metastasis and phagocytosis (Fey, 2062ndmmalian cells, several proteins
are involved in cellular adhesion, in particulall-sairface receptors, signaling molecules
and components of the actin cytoskeleton. Integretiated cell adhesion is one of the
most widely studied adhesion mechanism. Integrime &eterodimeric type |
transmembrane proteins composed of @seibunit and on@-subunit, which bind to the
extracelullar matrix by their extracellular domaind control cell spreading, migration,
proliferation and survival (Schwartz, 2001).

In Dictyostelium several proteins (glycoproteins) that mediaté-@sl adhesion
during specific stages of development have beentifte (e.g., gp 150, gp 130, gp 80,
gp 24). Gp 24 protein (DACAD-1) is a small, seateteut membrane anchored
glycoprotein with similarities to vertebrate cadhsr expressed in the initial stages of
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development (Brar, 1993). To date, it seems thaly ane of these molecules
(glycoprotein gp 130) has been directly implicaireéinding to substrate (Chia, 1996). It
also plays role in phagocytosis.

To identify the molecular mechanisms involved iragbcytosis, Cornillon and
colab. generated random insertion mutant®iotyostelium discoideurand selected two
mutants (phgl-1 and phgl-2) defective for phagmgt¢Cornillon, 2000). Both were
characterized by insertions in the same gene, naRt¢@1l This gene encodes a
polytopic membrane protein with an N-terminal lualidlomain and nine potential
transmembrane segments. Homologous genes can Iéfigde in many species.
Disruption of PHG1 caused a selective defect in phagocytosis of ldteads and
Escherichia coli but notKlebsiellaaerogenesacteria. This defect in phagocytosis was
caused by a decrease in the adhesion of mutast toefphagocytosed particles. These
results indicate that the Phgl protein is involwedhe adhesion oDictyosteliumto

various substrates, a crucial event of phagocytosis

Wi phgt-1

phgt-2

& M

Fig. 1.7 Adhesion of wild-type (WT) and phghutant cells to their substrate. Cells were grown
on sterile glass plates for 3 days, fixed, dehydtadnd coated with gold. They were visualized in
a scanning electron microscope. Scale bar = X@amillon, 2000).

Upon more prolonged culture in HL5 medium, phglitant cells did adhere to
their substrate. However, examination of the célsscanning electron microscopy
revealed distinct differences between adherent-typeé and mutant cells. Whereas wild-
type cells adhered tightly to the glass coverglipglcells did not spread as extensively
and local detachment zones could be seen (Fig. 1. 7
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In 2002 Fey reported the finding of a novel adhesieceptor, a protein named
SadA localized to the cell surface, with nine putatransmembrane domains and three
conserved EGF-like repeats in a predicted extraleeldomain (Fey, 2002). Cornillon et
al. identified in 2006 a new adhesion moleculeDictyostelium.The SibA protein,
(Cornillon, 2008), is a type | transmembrane prgta@ind its cytosolic, transmembrane
and extracellular domains contain features alsandoin integrin f chains. Genetic
inactivation of SibA affects adhesion to phagocyiaaticles, as well as cell adhesion and
spreading on its substrate but it does not visddlgr the organization of the actin
cytoskeleton, cellular migration or multicellulaeveelopment. Still, no homologues @f

integrins were found in thictyosteliumgenome.

Table 1.2The adhesion proteins foundictyostelium

Protein Higher Eukaryote homologs
Glycoprotein gp 130 Vertebrate cadherins
Phgl transmembrane protein 9TVt protein
SadA transmembrane protein 9TdW protein
Sib(A-E) transmembrane proteins B integrin homologue (5 isoforms)

1.2.3 The cell Cytoskeletons

Fig 1.8 The eukaryotic cytoskeletoA. Actin filaments are shown in red, microtubules ieen,
and the nuclei are in bluB. Microscopy of keratin filaments inside celS. Microtubules in a
fixed cell.

The cytoskeleton is found underlying the cell meanier in the cytoplasm and
provides scaffolding for membrane proteins to anctem (see Fig. 1.8). It exerts
mechanical forces that deform the plasma membradef@m protrusions that extend

from the cell. Indeed, cytoskeletal elements irdeextensively and intimately with the
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cell membrane (Doherty, 2008). The cytoskeletonalde to form appendage-like
organelles, such as cilia, which are microtubuleeblaextensions covered by the cell
membrane, and filopodia, which are actin-based nsxdas involved in stabilizing
pseudopodia on the substratum (Heid, 2005). Theengons are closed in membrane
and project from the surface of the cell in ordesénse the external environment and/or
make contact with the substrate or other cells.ddreept and the termeytosquelettein
French) was first introduced by French embryoloBistil Wintrebert in 1931.

Eukaryotic cells contain three main kinds of cytlskal filaments, which are

microtubules, intermediate filaments, and microfients.

Microtubules

Microtubules are hollow cylinders about 23 nm inardeter (lumen =
approximately 15 nm in diameter), most commonly enafl 13 protofilaments which,
themselves are polymers of alpha and beta tubliiay are commonly organized by the
centrosome and they have a very dynamic behaviindjng GTP for polymerization: in
the cell, the “minus” end is bound to the centros@nd therefore stable most of the time.
Tubulin GTP binds to the “plus” end and hydrolysie GTP into GDP. The microtubule
alternates between slowly elongation and rapidsaggregating phases. The growth
phase lasts as long as a “cap” of tubulin GTP ésnmt at the “plus” end.

In several cell types, an intriguing correlationséx between the position of the
centrosome and the direction of cell movement: deetrosome is located behind the
leading edge, suggesting that it serves as a isteeevice for directional movement
(Ueda, 1997). IDictyostelium however Ueda et al. demonstrated that the extertdia
new pseudopod in a migrating cell precedes centresepositioning. The microfilament
network therefore dictates the positioning of therotubules network.

Microtubules play key roles in:

- intracellular transport (associated with dynemrsd kinesins, they transport
organelles like mitochondria or vesicles).

- the axoneme of cilia and flagella.

- the mitotic spindle.

- synthesis of the cell wall (in plants).
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Intermediate filaments

These filaments, around 10 nm in diameter, are ratafgle (strongly bound, two
anti-parallel helices, forming tetramers) than radtiaments. Like actin filaments, they
function in the maintenance of cell-shape by beptension (microtubules, by contrast,
resist compression. It may be useful to think otnoi and intermediate filaments as
cables and of microtubules as cellular support Is2aimtermediate filaments organize
the internal tridimensional structure of the cealhchoring organelles and serving as
structural components of the nuclear lamina andosaeres (Blumenthal, 2004). They
also participate in some cell-cell and cell-matjinctions. Different intermediate
filaments are:

- made of vimentins, being the common structurppsut of many cells.

- made of keratin, found in skin cells, hair andsa

- neurofilaments of neural cells.

- made of lamin, giving structural support to thelear envelope.

In D. Dictyosteliumthere are no intermediate filaments.

Actin filaments / Microfilaments

Around 6 nm in diameter, this filament type is carsgd of two intertwined actin
chains (double helix structure) (Bamburg, 1999)cdiilaments are most concentrated
just beneath the cell membrane, and are resporfsibtesisting tension and maintaining
cellular shape, forming cytoplasmic protuberangese(dopodia, filopodia, lamelipodia
and microvilli- although these by different meclsns). They are involved in
phagocytosis and in some cell-to-cell or cell-toumaassociations. They are also
important for cytokinesis (formation of the cleaedgrrow, specifically for cell division
in suspension, (Neujahr, 1997, Zang, 1997)) andngalwith myosin, for muscular
contraction. Actin/Myosin interactions also helpguce cytoplasmic streaming in most
cells (Eichinger, 1999).

We are interested in the actin protein becausepdalymerization drives cell
spreading and movement. Microfilaments are veryadyio structures: actin monomer

polymerize and depolymerize leading to plasma manmddeformation.
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1.2.4 Formation of microfilaments

Actin is one of the most highly conserved protéirotighout evolution, being that
it interacts with a large number of other proteitdas 80.2% sequence conservation at
the gene level betwedtiomo sapiensindSaccharomyces cerevisiée species of yeast),
and 95% conservation of the primary structure ef photein product. It is found in all
eukaryotic cells where it may be present at comagohs between 10 and 200 pM. In
Dictyosteliumits plasma concentration as intermediate, is|M{Podolski, 1990).

The actin monomer, known as globular actin (G-a&#b amino acids, 42 kDa),
consists of two domains which can be further suldéi into two subdomains. ATP or
ADP is located in the cleft between the domainshvatcalcium ion bound (Kabsch,
1990) (Fig 1.9A, black arrow). G-actin subunitsegsble into long filamentous polymers
called F-actin. Two parallel F-actin strands masate 166 degrees in order for them to
layer correctly on top of each other (Fig. 1.9BhisTgives the appearance of a double
helix and, more importantly, gives rise to micrafilents of the cytoskeleton (Eichinger,

1999). Microfilaments measure approximately 7 nndismeter with a loop of the helix

repeating every 37 nm (Bamburg, 1999).

Pointed end

B

Fig. 1.9 A. Ribbon model of asymetric G-Actin molecule, ATRdathe divalent cation are
pointed by the black arrov. F-Actin; surface representation of 13 subunit atpe

The actin molecule is polarized due to its strradtasymmetry. Consequently,
upon actin polymerization, every filament expodsstwo extremities different protein
domains that have different properties. The twoeswities are called barbed end (+) and
pointed end (-) (Fig. 1.9).
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The polymerization of protein can be consideree l& bimolecular reaction,
where a monomer in solution binds to the extremoitya filament containingh actin
subunits to form a new filament with+1 monomers of G-actins (Fig. 1.10A). Also, the
rate constantst,, and ko respectively, are not the same at the two extresnivf the
filament: at the barbed end, the association asaisdbciation constants are higher than at
the pointed end (k+ > kon- and ks > Kosr. respectively; Fig. 1.10B), mainly due to the

difference in electrostatic interactions at tharfient extremities (Sept, 1999).
o000 ‘00000
‘ fastA//v Nlow
Kon | T ko OFEeE® EO®EE®0

000000 AR

A B

Fig. 1.10A. Scheme of actin polymerizatiors,lstands for association constant (iM™) and

kot represents the dissociation constarﬂ) (B. the rate constants oK kot and ko, Ko
respectively) are different at the two ends offitnt: fast kinetics, at the barbed end (+) and slow
kinetics, at the pointed end (-).

The general chemical reaction equation can beemras:

kon
Apn+A1 = Apn Eq. 1.1
kof'f
where A represents the actin monomer ang A,.; are the filaments witim andn+1
monomers respectively.
The rate of polymer formation is given by:
d[Ans] _d[A]
dt dt
for the barbed end, and by:

dA d A
Proaal A = ke ARIAL Kot - TARa] Eq. 1.3

for the pointed end.

= Kon+ MARI[AL] — Kot + AR+l Eq. 1.2
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dA
At the chemical equilibrium% =0, which implies that:

_ Kon+ _ [A””]eq Kon- _ [An+:|]eq
+ = = =
koff+ [A n]eq[A:I]eq koff— [A n]eq[A :I]eq

It can be noticed that the concentrations ratiomfEq. 1.4 are equal, resulting in

ndK_ = Eq. 1.4

the equality of the equilibrium constants, (X K).

Moreover, in a polymerization reaction, forr8 (up to the nucleation phase), the
number of free extremities is approximately the saah any moment (the gain of an
extremity site is made on the base on the lossh&frane, having also the same kinetics

characteristics). Thus, we can appreciate that:

[An]=[An+l=c Eq. 1.5
It results immediately that the rate of polymeiiaatr, becomes:

dA ' '
r=%zkonC [A1] = Koff € = kon BA1] =Ko Eq 1.6

We can find now the actin concentration for whible themical equilibrium is
reached (r = 0):

"
[A]]eqz—mCf = = Eq 1.7

This concentration is called “critical concentratio (C;). Above this
concentration, the filaments (at the barbed or fedirextremities) start to extend and
below this concentration, the filaments decreaderigth.

The critical concentration varies if the actin mom is bound to ATP or ADP:
0.12 uM and 2uM respectively. When the monomer eptration lies between these two
critical concentrations, net assembly occurs abdrded end and net disassembly occurs
at the pointed end, a process called treadmillésg fig. 1.11). Thus, at steady state, the
barbed end is the favoured site for ATP—actin aalditvhereas the pointed end is the
favoured site for ADP-actin loss, both in vitro aindcells. In cells, actin turnover is
enhanced more than 100-fold by actin-binding prsteihat sever filaments, enhance
subunit disassembly from the pointed end and fatali ATP-for-ADP nucleotide

exchange on free actin subunits (Pollard, 2003).
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Fig. 1.11Actin treadmilling model (Chi Pak, 2008)

ATP-actin complexes are preferentially added tdotmbed end of actin filaments.
Shortly after subunit incorporation, the non-condlle bound ATP is hydrolysed into
ADP-R; subsequent release of theoecurs much more slowly. ATP hydrolysis occurs
on average-1-2 seconds after incorporation, whereas, in marifictin, Prelease occurs
on average~ 10 minutes after hydrolysis; however, both procesaetually occur
stochastically for each subunit. Thus, even when rtftonomer pool consists only of
ATP-actin complexes and is given a sufficient amaaftime, an actin filament can
eventually consist of three types of actin—nuctitomplex: ATP—actin, ADP-+Ractin
and ADP-actin (Chi Pak, 2008).

Actin filament formation can be observed with thelphof fluorescent actin
monomers. Actin was directly labeled with a fluaest dye (tetramethylrhodamine-5-
maleimide) and was visualized by total internaleretfon fluorescence microscopy (Fig.
1.12) (Fujiwara, 2002).

Fig. 1.12Fluorescence micrographs of
actin(Ca) polymerization taken 6 min
(a) and 34 minl§) after the addition of

30 mM potassium chloride, 2 mM
magnesium chloride, 4 mM ATP, 20

mM MOPS at pH 7.0, 10 mM DTT.
(Fujiwara, 2002)
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1.2.5 Actin polymerization leads to cell membraneeformation

The Dictyosteliumcell is capable to reorganize its cytoskeletom ifiew seconds
(Eichinger, 1999, Condeelis, 1993). Thus, in vitleere are regulation systems of actin
polymerization. Indeed, actin forms molecular adsess by interacting with many
proteins, in both forms, G-actin and F-actin. Thassemblies command cell adhesion,
spreading, migration and motility, by providing afficient pushing force against the
plasma membrane. Different stages and their respgatoteins are shown in Fig. 1.13.

Signaling pathways converging on WASp/Scar proteegulate the activity of
Arp2/3 complex, which mediates the initiation ofwndilaments as branches on
preexisting filaments (Schafer, 1998; Bretschnei@®02; Carlier, 2003a; Diez, 2005)
(Fig. 1.13; see also Fig. 1.16).

Fig.1.1% Gallery of branched actin
filaments polymerized in the presence
of N-WASP and Arp2/3 complex.
Actin (4 mM) was polymerized in the
presence of 100 nM N-WASP and 30
nM Arp2/3 complex. Filaments were
polymerized for 3 minutes, then
supplemented with 3 mM
rhodaminelabeled phalloidin, diluted
500-fold and observed using a
fluorescence microscope. Scale bar 5
pum (Carlier, 2003a).

After a brief spurt of growth, the capping proté&gnminates the elongation of the
filaments, this being in favour of a more densenacytoskeleton and allows to exert
more important forces against the plasma membiaddy, 1996). After flaments have
matured by hydrolysis of their bound ATP and disstben of the y phosphate,
ADF/cofilin proteins promote debranching and depadyization (Theriot, 1997). Profilin
catalyzes the exchange of ADP for ATP, refilling thool of ATP actin monomers bound

to profilin, ready for elongation (Fig. 1.14, Patla2003).
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10, Profilin catalyzes exchange of ADP for ATP

Fig.1.14Dendritic Nucleation/Array Treadmilling Model f@rotrusion of the Leading Edge

(1) Extracellular signals activate receptors. (2)e Tassociated signal transduction pathways
produce active Rho-family GTPases and PIP2 that a@)vate WASp/Scar proteins. (4)
WASp/Scar proteins bring together Arp2/3 complexi @am actin monomer on the side of a
preexisting filament to form a branch. (5) Rapidwth at the barbed end of the new branch (6)
pushes the membrane forward. (7) Capping proteinitates growth within a second or two. (8)
Filaments age by hydrolysis of ATP bound to eadimasubunit (white subunits turn yellow)
followed by dissociation of the _ phosphate (sutsuriurn red). (9) ADF/cofilin promotes
phosphate dissociation, severs ADP-actin filamants promotes dissociation of ADP-actin from
filament ends. (10) Profilin catalyzes the exchaofy&DP for ATP (turning the subunits white),
returning subunits to (11) the pool of ATP-actirubd to profilin, ready to elongate barbed ends
as they become available. (12) Rho-family GTPas&s activate PAK and LIM kinase, which
phosphorylates ADF/cofilin (Pollard, 2003).

Motile cells extend a leading edge by assemblingamnched network of actin
filaments that produces physical forces as polyrgers beneath the plasma membrane.
A core set of proteins including actin, Arp2/3 cdexp profilin, capping protein, and
ADF/cofilin can reconstitute the process in vitgyshing the micrometric beads (Fig.
1.15, Carlier, 2003a). Mathematical models of thestituent reactions predict the rate of
motion (Dikinson, 2002).
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Fig. 1.15Biomimetic motility assay: Examples of actin-baseatility of functionalized patrticles

in the reconstituted motility mediurA. N-WASP-coated beads (2 um in diameter) generdite ac
tails and undergo propulsion in the mediuBnBeads of three different diameters (3, 1, and 0.5
pm) move at the same rate in the medium but disptéin tails of different thicknes€.. A glass

rod (1 um diameter, 30 um in length) generatesngllar actin array and moves mimicking
lamellipodium extension (Carlier, 2003a).

Marcy et al. (Marcy, 2004) developed a micromaragioh experiment, in which
a comet growing from a coated polystyrene beacelid by a micropipette while the bead
is attached to a force probe. By pulling the atdiih away from the bead at high speed,
they measured the force necessary to detach thé&dai the bead (0.25 nN/n In
addition, many authorpresent different experimental and theoretical weth for
quantification of traction forces exerted by diéiet types of migrating single cells,
finding values between 0.1 nN/gtior Dictyostelium) and 5.5 nN/pnfor fibroblastes)
(Fukui, 2000; Balaban, 2001; Barentin, 2006).

1.2.6 Morphological structures ofDictyosteliumactin cytoskeleton

Dynamic actin networks generate forces for numetgpss of movements such
as lamellipodia protrusion, filopodia protrusioniglF 1.16), pseudopod protrusion,
uropodia, or the motion of endocytic vesicles (Mar2004). These mechanisms require
the barbed ends of actin filaments to be held ctoshe surface being pushed (Borisy,
2000). These filaments differ in shape, size amdtionality.

Pseudopodia are temporary three-dimensional stalghuojections of eukaryotic
cells. Pseudopodia extend by the reversible assendbl actin subunits into
microfilaments. The pseudopodium extends until #otin reassembles itself into a
network. This is the mechanism by which amoebaeesioas well as some animal cells,

such as white blood cells.
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Fig. 1.16 Functional steps for the two major protrusive strudures of crawling cells,
lamellipodia (1) and filopodia (2).(a) VASP is involved in coupling the actin filament atia
membrane, through an as yet unidentified molediheadditional coupling pathway is provided
by N-WASP, which binds PIP2 and is triggered by £ddVlembers of the WASP family activate
the Arp2/3 complex and nucleate formation of aitaments on pre-existing filamentglLb) In
lamellipodia, activation and nucleation are repgdte generate a dendritic array of filaments;
(2b) in filopodia, activation and nucleation need ontcar once. Actin filaments are thought to
push against the surface by an elastic Browniatheatmechanisrfilc, 2c) Nucleation followed
by capping of barbed ends in lamellipoiial) or severing, followed by capping of barbed ends
in filopodia (2d), produce an excess of free pointed ends comparbdrbed ends, leading to a
more rapid growth of remaining barbed ends (knowrfumneling). The intrinsic low rate of
treadmilling of actin filaments is accelerated hg synergistic action of cofilin and profilije).
(Borisy, 2000).

The functions of pseudopodia include locomotion dhd capture of prey.
Pseudopodia are critical in sensing prey that dsn tbe engulfed; the engulfing
pseudopodia are called phagocytosis pseudopodthisinvay, a well known example of
related-behaviour with amoeboid cell is the huméitevblood cell (leukocytes).

The lamellipodium is a cytoskeletal actin projentan the mobile edge of the cell.
It contains a two-dimensional actin mesh which psskhe cell membrane across a
substrate. The lamellipodium is created by actioleation at the plasma membrane of

the cell (Alberts, 2008) and is the primary areadiin incorporation or microfilament
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formation in some cells. Lamellipodia are foundnatrily in very mobile keratocyte in
the skin, which are involved in rapid wound reparawling at speeds of 10-20
um/minute over epithelial surfaces. Lamellipodia areharacteristic feature at the front,
leading edge, of motile cells.

The uropodium is a rigid membrane projection witblated cytoskeletal
components at the trailing edge of a cell in thecpss of migrating or being activated,
found on the opposite side of the cell from theddipmodium.

Filopodia are finger-like extensions of the celifage that are involved in sensing
the environment, in attachment of particles forgdwytosis, in anchorage of cells on a
substratum (Heid, 2005), and in the response taoh#ractants (Diez, 2005), or other
guidance cues. Filopodia represent an excellenteméar actin-driven membrane
protrusion ofDictyosteliumcells (Medalia, 2006).

The implication of different key regulators of egdr activities (e.g. Ras family-
small G proteins that have many effectors, Rac,42dwo0 Rho family GTPases or
VASP, WAVE and Arp2/3 complexes) in signaling trdastion pathways (mediating
downstream signaling) and their connections with g®tility and morphology was
widely studied (Dumontier, 2000; Chen, 2000; HadQ2 Steffen, 2006; Para, 2009).
For example, in Fig. 1.17 it is shown that domin&asG inactivation results in the
reduction of filopodia (Chen, 2000).

Fig. 1.17 Visualization of filopodia
(pointed by white arrows) on wild type
cells and RasG(G12T) transformants. F-
actin was stained with rhodamine-
phalloidin after fixation of vegetative
Dictyostelium amoebae on a glass
surface A, B: wild type KAX-3 cells;C,

D: RasG(G12T) transformantScale bar

5 um(Chen, 2000)

5
In their natural environmenDictyosteliumcells migrate on or within three-

dimensional (3D) complex substrates such as sdicjes, fragmented leaves, and debris
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of very different physicochemical properties. Tlediscare able to adhere and to move on
humid as well as on dry substrates. Consequentipehoid migration must be a very
robust process that is resistant to many adversatgvCell movement is a cycling
multistep process that requires the integratioarhplex biochemical and biophysical
cell functions. Using protein micropatterning teicjues to control cell environment at
the micrometer scale, it has been shown that celphology and internal organization is
influenced by the geometry of cell-surface contashes (Jiang, 2005). An elusive
question is the molecular identity of the dynamignaling pathways translating the
adhesive environment into a polarized responsdoAsmammalian cells, these pathways
remain also partially known in the caseli€tyosteliumamoebae. One possibility is that
a biochemical signal is synthesized by adhesioaptecs upon contact with the surface,
which subsequently diffuses throughout the cellfunction of how the receptors are
activated and which key regulators are activatedid signal transduction pathway is
“used”), different organizations of actin cytoskele can be induced (Ridley, 1993). A
more sophisticated mechanism is that mechanoreseggase mechanical constraints due
to cell adhesion to the surface (Thery, 2006a).

Different cells solve this challenge differentlyhieh leads to differences in
migration strategies. The hallmarks of amoeboid eneent include a simple polarized
shape, dynamic pseudopod protrusion and retra¢Russ, 2006), flexible oscillatory
shape changes, and rapid low-affinity crawling €8 2001). These morphological
oscillations are not random and they appear to ksodated with intrinsic
physicochemical oscillations of actin polarizatieading to pseudopodal extensions and
retractions (Killich, 1993). Excitation waves ofa€tin assembly develop and propagate
for several micrometers at up to 26 um/min. Wawgpagation and extinction coincide
with the initiation and attenuation of pseudopodiwrtension and cell advance,

respectively (Vicker, 2000).

1.2.7 Focal adhesion/contact and adhesion sitesDn discoideum

In order to efficiently exert forces on a substraite cell has to attach on it, such

that actin filaments transmit traction forces te fubstrate at cell-substrate adhesion sites.
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Cell adhesion is essential for cell migration,us®rganization and differentiation,
therefore playing central roles in embryonic depetent, remodeling and homeostasis of
tissue and organs, metastasis, phagocytosis. @®ilslly adhere to extracellular matrix
molecules, and a few of them (platelets, blood rogtes, osteoclasts, amoebae) also
adhere to plain or coated solid materials. Adhesiependent signals control the actin
cytoskeleton assembly and cooperate with othemBigmpathways to regulate biological
functions such as cell survival, cell proliferatiand cell differentiation. Cell migration
and invasion are integrated processes requiring ¢herdinated assembly and
disassembly of integrin-mediated adhesions and tmipling to the actin cytoskeleton
dynamics (Delon, 2007; Vicente-Manzanares, 2008¢iB12008).

Cellular adhesive structures consist of transmengealhesion molecules linked
to the actin cytoskeleton and a signal transducti@chinery aiming to assemble and
disassemble it. In mammafscal adhesiongFA; Fig. 1.18A) contain adhesion receptors,
called integrins, cytoskeletal and signaling molesun multimolecular complexes of
0.5-2 pum in diameter. Integrins bound to extratalldigands (fibronectin) become
linked to the actin cytoskeleton via several adaptel signaling proteins, such as talin,
vinculin, a-actinin (not shown), filamin, focal adhesion kieg$AK), and paxilin. FAK
phosphorylates tyrosine domains of some signalmtems, its activity being monitored
the presence of phospho-tyrosines (Fig. 1.18Bjhénmammals, the hallmark of FA is
the presence of actin stress fibers parallel viiéhsubstratum that connects the FA.

Fully matured focal adhesions are formed at theitgpextending edge of the
cells and represent relatively stable cell-substiateractions that persist as long as the
cells are attached to the substrate (Friedl, 2BOkahrova, 2005).

The focal contactis smaller, less developed, and more transientpeoad to
focal adhesions (Burridge, 1996). Focal contactstain smaller clusters of adhesion
receptors and a reduced array of cytoskeletal @malsng elements, which are not linked
to stress fibers but rather to a more diffuse caltiF-actin (Burridge, 1996). Focal
contacts are thought to represent more dynamictipme predominantly under the

control of Rac and Cdc42 signaling proteins (Nol&€99).
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Fig. 1.18 A. Some of the proteins domains associated with fadhksionsB. Porcine aortic
endothelial cells, double-labeled for actin (grean)l phospho-tyrosine (PY, red). Notice focal
complexes at the cell edge and focal adhesiortearids of actin cables (Geiger, 2001).

Dictyosteliumcells are similar to leukocytes, in that they aastimoving cells
with an irregular shape. No structure similar tdgirastress fiber has been found in
Dictyostelium Nevertheless, inDictyostelium several plasma membrane proteins
(described above) have been identified that medidbesion. Some of these proteins are
similar to p-integrins (SibA), which mediate interaction of héy eukaryotic cells with
extracellular matrix proteins (Cornillon, 2006; @ilon, 2008). In adition, D.
discoideumalso possesses many proteins known to be partloéséon structures in
higher eukaryotes, such as talinA, talin B (Niewahril997; Tsujioka, 2008), paxillin
(Bukahrova, 2005; Duran, 2009), coronin (de Host@91; Gerisch, 1993), ERMs, FAK,
certain myosins (Patel, 2008), phgl, phg2 (GebB@)4), Src-like tyrosine kinase
(Moniakis, 2001). They stimulate actin polymeripati (not all, some stimulate
depolymerization) and link the attachment of actmcrofilaments to the plasma
membrane.

TalA™ cells show reduced adhesion to the substrate #gttlg impaired

cytokinesis in the vegetative stage, while the tmgeaent is normal (Tsujioka, 2008).
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Phg2 seems to play a specific role in signalinghgmblymerization/depolymerization at
places where the amoeba comes into direct contéht avsubstrate (Gebbie, 2004).
Paxillin is a key regulator component of focal aslbe sites, implicated in controlling
cell-substrate interactions and cell movement (Buokea, 2005).

Two actin-containing structures have been proposedact as “feet” in
Dictyosteliumcells (adhesion sites). One of the candidatesa®dpodium (Fig. 1.19),
but this appears only in cells that are under tlesgure of the agar sheet (Fukui, 1999).
Eupodia are F-actin containing cortical structusesilar to vertebrate podosomes (for
example, in lymphocytes) or invadopodia found intastatic cells. Eupodia are rich in
actin binding proteins such asactinin, myosin | B/D, ABP120, cofilin, coroninnd
fimbrin, but not a homologue of talin. There isragise spatiotemporal coupling between
F-actin assembly in eupodia and lamellipodial p&ion. When a lamellipodium
advances to invade a tight free space, additiooaks rof eupodia (0.5 — 1 um) are

sequentially formed at the base of that lamellipodi

Fig 1.19 Immunofluorescence localization of
actin in eupodia. The cells were prepared by the
agar-overlay method. The cells migrate toward
the left of the fieldA. Phase-contrast image of a
single active cell. The lamellipodium (black
square) appears to be invading a space between
the glass coverslip and the agarose oveliy.
The bright dots at the base of the lamellipodium
(arrows) are eupodia. Scale bar, 5 um.

The other isactin foci, which are observed on the ventral membrane @yfre
migrating cells (Yumura, 1990). When the cells sta@ned with ConcanavalinA protein
which covalently bound the oligosaccharide chainthe glycoproteins, distinct patterns
of dots and short fibers, which are referred tocelular tracks (CTs), are observed
behind the cells (Uchida, 1999). Since the dot€Trs contain actin and-actinin, it is
conceivable that they are derived from actin foci.

Actin foci are very dynamic structures that appsad disappear at the surface on
the substratum during cell migration (Bretschnei@&04). The velocity of the cells is

inversely proportional to the number of actin fddchida, 2004). Reflection interference
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microscopy revealed that the ventral cell membnraag closer to the substratum at sites
of actin foci (Uchida, 2004). Furthermore, someiradbci are incorporated into the
retraction fibers, ripped off from the cells anceptually shed on the substratum after the
cells move away (Uchida, 2004). These authors mmedsthe traction force using a
silicone substratum and demonstrated that theidradbrce was transmitted to the
substratum through actin foci. They also found emie suggesting that changing step is
regulated in a coordinated manner during cell nigna Several lines of evidence
strongly suggest that actin foci function as thiévacfeet” of Dictyosteliumcells.

Figure 1.20A and B show live observations of GFfrRaexpressing cells by
fluorescence microscopy and the appearance of aefl@orescent dots, present on the
ventral cell membrane. The diameter of the flucgasaots ranges from 0.3 to 1.0 um,
with an average diameter of 0.53+0.12 um (fer 30 fluorescent dots). Interestingly, the
appearance of actin foci was transient (~20 s)thant positions on the substratum were

unchanged during this time (Fig. 1.20C).
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Fig. 1.20 A, B.Dynamics of actin foci in live cells as seen byofieiscence microscopy using
actin GFP. The ventral membrane of a quiesBeéctlyosteliumcell was analyzed at various time
points, as indicatedC Time course of fluorescence intensity of the ttaen foci indicated in A
and B. (Uchida, 2004)

Fluorescence intensity

To investigate whether these actin spots co-lpealiith the areas of paxilin
enrichment, Bukahrova et al. (Bukahrova, 2005) pced a cell expressing both PaxB-
GFP and a red fluorescent actin binding domain BPA20 protein (a protein which
appears in actin foci; Bretschneider, 2004). Oletéya of the actin foci and PaxB foci
showed that the actin foci were much more dynamith(half-life approximately 9 s)
and, in general, did not coincide with the paxilfoci (Fig. 1. 21). The PaxB foci

originated at the leading edge of the cell andestgyresent during the time the surface
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was in contact with the substrate (these structomslike authentic focal adhesion sites),
while the actin foci could arise anywhere and tsasisembled, while the surface was still
in contact with the substrate. This indicates tiaise PaxB and actin foci may serve
different functions (Bukahrova, 2005). Actin fochderneath the cell ventral surface
could be sites of pseudopodia andy have a roll in cell positioning, force tranging
and stability on the substrate.

Paxillin-GFP ABP-GFP
L1

Fig. 1.21 Co-localisation of PaxB-GFP and
ABP120-GFP. Confocal time series of vegetative
wild-type AX2 cell expressing PaxB-GFP and
ABP120-GFP. PaxB-GFP (green) localizes to long
live stationary contact sites at the cell/substratu
interface as indicated by the arrows that mark the
same contact sites at different time points. ABR120
GFP (red) accumulates at very short-lived contact
sites as indicated by the arrows. Scale bar, 10 um.

Moreover, the active structures of dynamic pseodapn extension and cell
advance, respectively, are the short-lived actih-gpots of short-life with different sizes
and shapes (half life of 9 s; Bretschneider, 2@@4ixh appear at the cell edges.

1.2.8 Dictyostelium spreading

An understanding of how adhesion and actin polyra¢ion are coordinated is
fundamental to physiological and pathological ditres, like wound healing, the
infiltration of macrophages into tissues in chromitammatory diseases or cancers.

In order to separate protrusion from retraction|ldfeet al. (Keller, submitted)
studied the temporal and spatial dynamicsDofdiscoideumcell-surface contact area
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during spreading and their results support the iphlysnodel of spreading proposed by
Chamaraux (Chamaraux, 2005). They provided evid¢hat despite size, shape and
speed variability, cells possess common spreadiregacteristics. Protrusion activity

exhibits quasi-periodic variations, even in thesprece of very low retraction activity,

with a conserved 11 s period. They also studiedeffect of external calcium on the

morphology and kinetics of spreading.

The spreading process is presumably initiated liysa contact with a surface
(Stossel, 1999). It comprises five steps: (1) ltidhactin nucleation, extern signals are
integrated by G-proteins and phosphoinositols (PlIfsading to local actin
polymerization. (2) during filament growth, as asuk of actin polymerization, a
pseudopod is formed and protruded; the developroérd pseudopod results from
elongation and cross-linking of polymerized actiratviscous gel and unilateral swelling,
prompting the outward pushing of the plasma mendraxtension of one or several
leading pseudopods, and acquisition of a polareaddshape. (3) during attachment, the
pseudopods establish an interaction towards theerlyitlg substrate by adhesion
mechanisms that, in the caseli€tyostelium remains to be defined on a molecular level.
(4) contraction by filament sliding occurs aftetaghment of the cell to the substrate and
elongation of the cell body; this contraction pams the force for translocation, and
contractile force is putatively provided by myosmotors and additional mechanisms. (5)
the spreading is terminated when retraction andotdeent of the cell rear occurs, during
which localized release of adhesive bonds at #iéng edge allows the detachment and

retraction of the rear end into the advancing loetly.

_

Dictyostelium discoideum are simple eukaryoticscalle to adhere and spread

on plain materials (hydrophilic and hydrophobic) stirprisingly variable surface
characteristics.

The contact of cells with a solid surface is a ctEmpprocess and triggers
important intracellular signalization pathways, @iag to cell spreading, polarization,
motility, proliferation and eventually differentiah. The number of proteins involved in
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cell adhesion is quite large and involves many b interactions (Geiger, 2001).
Despite our knowledge of many elements that plagle in adhesion, their temporal
hierarchy and spatial organization is only partialunderstood. It is challenging to
identify the successive formation of protein comgdeleading to stable cell-surface
contacts. Synchronizing cell-surface contact isrergquisite for the preparation of cell
material enriched in protein complexes active atgaen time after contact. A
biochemical analysis will be profitable when anientcell population (minimum one
million cells) will make the first contact pointtivia surface at the same time, starting the
actin polymerization process in a synchronized feall cells.

It would therefore be useful to synchronize the etof cell-surface spreading,
to get access to the different phases of this agtivn view of this, we investigated the
possibility to modulate electrostatic repulsion eten cells and a surface (glass, ITO,
etc.) to control the formation of an initial celltgstrate contact. Moreover, electric

fields could be used to diminish the repulsion betm cells and a conductive surface.

e

1.3 Cell manipulation using electric fields

1.3.1 Electroactive substrates to control cell adlseon

Cell adhesion to material surfaces and the suleseqeell activities (spreading,
focal adhesion, migration and proliferation) fiysttlepend on the presence and the
location of specific extracellular matrix molecul@sd are highly sensitive to the surface
chemistry and its physical environment. This inelsidhe stiffness of the materials, and
the topography of the surfaces on which cells aglees well as the geometry of chemical
patterns on surfaces (Simon, 2006). Adsorption daicnomolecules and surface
functionalization are therefore essential. On tlomgl term, remodelling of the
extracellular matrix, secretion or storage of gtowind differentiation factors, proper
material stiffness will be determinant. A completeracterization of material properties
is thus necessary. Mastering these processes @alcrfior the good integration of
substituting biomedical materials and for the cotylay between medical implants and
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living tissues. It is also important for researnhbiology, since eukaryote cells are often
grown on material surfaces. Furthermore, as theraotion between cells and materials
extends over different scales, from nm (typicabksit macromolecules), to several um
(cell geometry), micro- and nanotechnology aredfoee well suited to engineer material
surfaces for biological use, in order to providdscen precise and well characterized
conditions.

Material surfaces can be engineered not only tectekly control cell adhesion
in a persistent manner, but also to switch fromoa-adhesive to an adhesive state. A
range of surfaces have been developed, whose hyalvagity can be controlled either
electrically (Lahann, 2003), electrochemically (WaBg003), thermally (Moran, 2006), or
photoactively. Surface hydrophobicity is an intéres parameter to modulate cell
adhesion because most proteins, including extidaelnatrix ones, bind more strongly
on hydrophobic surfaces than on hydrophilic onedig¢w is not the case for
Dictyostelium because amoebae adheres on plenty materialy diylazophobic or
hydrophilic ones). However, large changes are sacgdo significantly modify protein
adsorption. Therefore, surface switching often eselion other physico-chemical
mechanisms to change cell adhesion. In additiontiara should be exerted when using
physical forces since living cells are very sewsitio their environment. Electrowetting
for instance, requires large electric voltages ¢oeffective in physiologically relevant
solutions, which may trigger electrophysiologicasponses. In the same way, strong UV
illumination is necessary for photo-induced wettinghich is harmful to cells.
Consequently, these techniques have not yet beghoged to control cell adhesion.
Electrochemical and thermal switching are more-ftedhdly techniques and several
researchers have already demonstrated promisinigaipms.

Thermal switching is based on hydrogels that émedoated over the surface and
exhibit a transition between a collapsed and a Iswabtructure at a critical solution
temperature (LCST). An example of such a thermparsive polymer is poly(N-
isopropylacrylamide or PNIPAAmM, whose LCST is ie ttange of 32-35°C. This surface
can interchange between hydrophobic, above the |.G®@d hydrophilic, below the
LCST. The LCST of PNIPAAmM and its copolymers is atphysiologically relevant

temperature, thus allowing the surface to be d@esloas a novel substrate for cell
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culture and recovery without the use of harmfult@otytic enzymes such as trypsin or
dispase (Moran, 2006). Cells adhere, spread ana gall on PNIPAAmM hydrogels at
37°C, since the dehydrated polymer surface is Iphsbic which allows strong
extracellular matrix protein binding. Reducing tieenperature below LCST makes the
surface hydrophilic and swelling exerts large meatal forces, which induce
detachment of a cell sheet including an intactameiiular matrix (Moran, 2006). This
substrate is not adapted fDictyosteliumcells, since they have no extracellular matrix
and also they do not survive at 37°C.

Electrochemical switching can be achieved in odf¢rways. One possibility is to
change the redox state of a molecule grafted tongerial surface. The resulting surface
voltage change exerts repulsive or attractive #oroe adsorbed or covalently bound
molecules, which drives a conformational changenyvat al. (Wang, 2003) tethered
bipyridinium molecules through an alkylated linkeran electrode and showed that redox
modification of the bipyrinidium group bended theker towards the surface, exposing
the most hydrophobic part of the molecule (Fig22). A reversible, but modest, surface

energy change accompanies voltage application.
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Another approach is to release or bind biomolectrie® or to the surface. For
example, thiol chemistry on gold surfaces can bedu®r electrochemically bind or
release a self-assembled monolayer. Yousaf et Yabusgaf, 2001) reported the
development of an electroactive mask that pernhi¢s gatterning of two different cell
populations to a single substrate. The key elenmetitis method is to be able to turn on
selected regions of a substrate. The authors ss#f-assembled monolayer (SAM) that
presents hydroquinone groups among a backgrounukmta-(ethylene glycol) groups
(Fig. 1. 23).
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Fig. 1. 23Molecular strategy for creating substrates that lmamlectrically switched to permit
cell attachment. A monolayer presenting a mixturéyaroquinone groups and penta(ethylene
glycol) groups (Left) is converted to a monolayeesenting the corresponding quinone groups
(Center) by application of a potential to the utyleg gold (500 mV versus Ag/AgCl). Both
monolayers are inert to the attachment of cellsdi#@h of a conjugate of cyclopentadiene and
the peptide Gly-Arg-Gly-Asp-Ser-NH2 (RGD-Cp) to thmnolayer presenting the quinone group
results in the Diels-Alder-mediated immobilizatiohpeptide (Right). 3T3 fibroblasts attach and
spread on the resulting surface. Monolayers praggttie hydroquinone group are unaffected by
the treatment with RGD-Cp and remain inert to atthchment (Yousaf, 2001).
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The hydroquinone group undergoes oxidation wheslectrical potential of 500
mV versus Ag/AgCI is applied to the underlying gdilin to give the corresponding
benzoquinone. This benzoquinone (but not the hydnaope) then undergoes a selective
and efficient Diels-Alder reaction with cyclopenitite to form a covalent adduct. They
used conjugates of cyclopentadiene and the pe@lgeArg-Gly-Asp-Ser-NH2 (RGD-
Cp). Because this peptide is a ligand that bindmtegrin receptors and mediates cell
adhesion, the immobilization of this conjugate gigesurface to which cells can attach
efficiently. The penta-(ethylene glycol) groupstieé monolayer are critical to this design
because they prevent the attachment of cells @neynert to the nonspecific adsorption
of protein) (Yousaf, 2001).
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Fig. 1. 24(A) Structures for the functionalized alkanethised to prepare dynamic substrates
(E*-RGD) and the cyclopentadiene moiety (RGD-Cpdito selectively immobilize ligand. (B)
A monolayer presenting tHe-silyl hydroquinone undergoes electrochemical ax@hato give a
benzoquinone, with hydrolysis of the silyl etherdaselective release of the RGD ligand. The
resulting benzoquinone reacts with RGD-Cp by waxy @fiels-Alder reaction, which selectively
immobilizes the second ligand. The RGD peptide atedithe adhesion of cells (Yeo, 2003).
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Yeo et al. (Yeo, 2003) prepared an electroactivik-assembled monolayer
presenting an RGD peptide linked to an O-silyl lngiinone group (ERGD, Fig. 1.24)
and allows for selective release of the adheritig ¢gwiss 3T3 fibroblast).

Applying for 5 minutes an electrical potential (560/ versus Ag/AgCl) to the
substrate oxidized the hydroquinone and released R&D group, resulting in the
detachment of cells attached to the RGD moiety.s8gbent treatment of the surface
with diene-tagged RGD peptides (RGD-cp) restorisaddesion after several hours (Fig.
1. 25).
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Fig. 1.25 Demonstration of a substrate combining two dynapriperties: (i) the release of
RGD ligands and, thus, the release of cells, ifi§) immobilization of RGD ligands and, hence,
migration and growth of cells. A monolayer was @ated into circular regions that present
fibronectin and surrounded by RGD ligands tethdngdvay of an electroactive linker (E*-RGD).
(A) Swiss 3T3 fibroblast cells adhered and spreashly over entire substrate. (B) An electrical
potential of 550 mV was applied to the substratesfmin, and the substrate was incubated for 4
h. Cells were efficiently released only from the B&D regions. (C) Treatment of the monolayer
with RGD-Cp resulted in ligand immobilization anuitiated cell migration from fibronectin
regions onto remaining regions. After 24 h, celexevdistributed evenly over the substrate (Yeo,
2003).
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Inversely, Tang et al. (Tang, 2006) coated an mdiin oxide microelectrode
array with a protein-resistant (poly-lysine)-grptilyethylene glycol copolymer.
Application of a positive electric potential resdt in localized polymer desorption,
thanks to the positively charged PLL moiety ancedréhe ITO surface for subsequent
protein binding. It should be noted that this tegbe is relatively slow, since 24 s are
required to fully remove adsorbed molecules from étectrodes. This electrochemical
switching is therefore only applicable to cellstthpread or move rather slowly.

Mali et al. (Mali, 2006) demonstrated that proteinsxdergo similar
electrochemical transformations: they could begoaéd on addressable gold electrodes

and selectively released from them.

1.3.2 Influences of electrical field on the cellsma cell-size model membrane

systems (liposomes)
1.3.2.1 Electrotaxis

There is a long history of the use of electriciinslation in medicine. For
instance, the romans used the discharge from igaictlish to treat a number of
pathologies, including gout and sick headache. Mepently, we have become aware
that many tissues generate their own electricaladgy(physiological endogenous electric
fields of 42-100 mV/mm (Barker, 1982)) which aregent generally in the extracellular
spaces, for minutes, hours, even days. It is thotigit a host of basic cell behaviours
such as cell shape, cell migration, cell divisiamd cell proliferation may be all
controlled by these small electrical signals dumagmal development (McCaig, 2005).
Motile cells could detect gradients in electricatgntial and show directional migration
(electrotaxi3 towards the wound centre, when an external (eXoB€ electric field is
applied. The applied electric field has strengtmparable to the strength of endogenous
wound electric fields (Fig. 1.26c¢). Very short (€2Qs) high voltage stimulations (100-
500 V) can also be applied, both methods applyirtout the occurring of significant
electrochemical reactions at the electrodes (Al®87; Franek, 2000).

Following damage in several systems, steady etattsignals re-appear and

again seem to regulate a range of coordinatedactllities. In epithelial tissues such as
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skin and cornea, there is direct evidence for Btadtregulation of the axis of cell
division, the rate of cell proliferation and thedatition of cell migration (Zhao, 2002a).
These events need to be coordinated for successtuid healing to occur. Since there is
evidence that these electrical signals may be #nkest to appear at a wound and that
they may override coexisting chemical signals (Z202b), they could act as a master
regulator signal to quick start an integrated awhygoordinated cell behaviours (Zhao,
2006, Fig. 1.26a, b).

The mechanisms underlying the generation of thegeals and the varying
mechanisms by which electrical signals direct ngwelance and cell (epithelial, cancer,
etc.) migration are widely explored. In the caseeldctronic stimulation of neuronal
activity, a displacement current across electrebgigle-semiconductor (EOS) capacitors
gives rise to a voltage across the cell membraatedipens ion channels (Fromherz, 2008).
How are electric migration cues relayed into caellulesponses? Because all cell types
and intracellular organelles maintain transmembratectrical potentials owing to
asymmetric ion transport, wounding results in ggrand directional ion flow after

disruption of epithelial cell layers (Barker, 1982)
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Fig. 1.26 Electrical signals direct cell migration in wounckdling and activate selected
signalling pathways. a) Wounding induces lateralctic fields directed towards the wound
centre (red arrow), by collapsing the local traitbefial potential difference (V). Black arrows
represent sizes and directions of currents. b)ddyeneasured currents increase over time in rat
corneal and human skin wounds. c) An electric fi@#) directs migration of corneal epithelial
cells in a monolayer model of wound healing (150/miv). Scale bar in ¢) 20 um (Zhao, 2006).
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To identify possible mediators that couple electsttmuli to intracellular
responses, Zhao et al. (Zhao, 2006) tested theofatn transporters in the electrotactic
response. In particular, the Na/H exchanger 1 (NH&5 been implicated in directional
cell migration (Denker, 2002). Testing two diffetéypes of NHEL inhibitors, Zhao et al.
found a decrease in the directedness of cell magrah electric fields. These results
suggest that directional N&l™ transport by the NHE1 ion exchanger might relag th
electric signal to PI(3)K activation with subsequdirectional migration. In addition to
Na'/H* exchangers, it is likely that other ion channalshsas Clchannels are also
involved in electrotactic cell migration. Additiohg they found that electric stimulation
triggers activation of Src and inositol-phosphaligignalling which polarizes in the
direction of cell migration. Notably, genetic diption of phosphatidylinositol-3-OH
kinasey (PI(3)Ky) decreases electric-field-induced signalling armbligshes directed
movements of healing epithelium in response totetesignals. Deletion of the tumour
suppressor phosphatase and tensin homolog (PTHidhees signalling and electrotactic
responses. These data identify genes essentialefcirical-signal-induced wound healing
and show that PI(3)Kand PTEN control electrotaxis. Moreover, cathodalirected
migration of corneal epithelial cells involved irhd asymmetry of membrane lipids and
associated EGF receptors, modulation of integnmsmbrane surface charge (Rajnicek,
2008) and also asymmetric activation of MAP kinaggaling shown by leading edge
asymmetry of dual phosphorylated extracellular sigregulated kinase (Zhao, 2002a).

D. discoideumshows robust electrotaxis and migrates cathodallgn applied
electric field (EF). Electrotaxis oDictyosteliumis voltage dependent, directedness
increased with increasing field strength (Fig. }1.2Ad the threshold voltage inducing
directional migration is between 3 and 7 V/cm (3@®W mV/mm) (Zhao, 2002b).

Zhao et al. (Zhao, 2002b) concluded that receptiod transduction of the
electrotaxis signal are largely independent of Gten—coupled receptor signaling and
that the pathways driving chemotaxis and electistao not use the same signaling
elements. However, chemotaxis and electrotaxigsate downstream of heterotrimeric
G proteins to invoke cytoskeletal elements sindemagas polymerized at the leading

edge of cells during electrotaxis.
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Fig. 1. 27 Wild-type Dictyosteliumcells migrate cathodally (left) in a direct cutréDC) EF as
shown by trajectories mapping the cell centergistafrom the numbered ends (B, C, and D).
Electrotaxis depended on field strength (A—E and Bgversal of field polarity reversed
migration direction (D, D', and D"). D’ is the saafield tracking of D. D shows cell movements
during 10 min field application pointing to thetl@ind 10 min after reversing the field polarity.
(E) Voltage dependence of electrotaxis (for diréotss). Trajectory speed was similar between
no field control and at different voltages (F), bmbvement in an EF was more persistent in one
direction (G) (Zhao, 2002b).

1.3.2.2 Electrical forces (and their effects) for m@nipulating cells at the

microscale

The main electrical forces for manipulating cells e microscale are
electrophoresis (EP) and dielectrophoresis (DERctEphoretic forces arise from the
interaction of a cell’'s charge and an electricdfjevhereas dielectrophoresis arises from a
cell's polarizability. Both forces can be used teate microsystems that separate cell
mixtures into its component cell types or act a&teical “handles” to transport cells or
place them in specific locations (Voldman, 2006)adldition, two phenomena are able to
reversibly modify the cell surface: electroporatanmd electrodeformation.

Electroporation and electrofusion are electric dighembrane coupled
mechanisms (Teissie, 1986) related with EP or Dt more violent (usually 600-1600
V/cm for 0.1 ms to 5 ms at 1 Hz or 10-90 KV/cm namiges for tens of nanoseconds)
(Beebe, 2005; Nuccitelli, 2009). Cell electroparatis routinely used in cell biology for

protein, RNA or DNA transfer into the cells and wast described by Neumann almost
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three decades ago (Neumann, 1982). Its clinicdicgtipns are under development for
gene therapy and targeted intracellular drug dsfiespecially for drugs with high
toxicity), reducing the exposure time, doses of #uministrated drug and associated
side-effects. Nevertheless, the molecular mechanstrpporting the induction of
permeabilizing defects in the membrane assembdiemin poorly understood (Teissie,
2005; Kanduser, 2009).

Due to their molecular composition, in uniform amnainiform fields, the cells and
cell-sized vesicles will also experience an elat#formation force proportional to fE|
wherekE is the electric field intensity (Riske, 2006). $Horce is usually negligible, but
can be used intentionally to enhance cell electatpm and electrofusion. Riske and
Dimova (Riske, 2005) used fast digital imaging tiody the deformation and poration of
cell-sized giant vesicles subjected to electricspsil(Fig. 1. 28). They revealed for the
first time the dynamics of response and relaxatibthe membrane at micron-scale level
with a time resolution of 30 ps. Above a critic@rtsmembrane potential the lipid bilayer
ruptures and macropores (diameter ~2 um) with pieggme of ~10 ms have been
formed. The pore lifetime has been interpretechtesplay between the pore edge tension

and the membrane viscosity.

To s 125 s

Fig. 1.28A snapshot sequence of a vesicle subjected tdsa,dt = 2 kV/ cm,t= 200 us. The
image acquisition rate was 50 ps. Macropores aeVisualized in the third frame (t = 125 ps).
The electrode’s polarity is indicated with a plug and a minus (-) sign on the first snapshot.
(Riske, 2005).

General characteristics of EP and DEP

As we have mentioned above, most cells are coveitid negatively charged
functional groups at neutral pH (Mehrishi, 2002¢cBuse the cells are charged, they can
be acted upon by electric fields. In water, thdscedll move at a velocity given by the
balance of the Couloml-(= q-E, whereq is the net charge on the object dhds the
applied electric field) and viscous drag forcegpracess known as electrophoresis-EP
(Figure 1. 29A, left).
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Fig. 1. 29EP and DEPA). Charged and neutral particle in a uniform eledigld. The charged
particle (left) feels an EP force, whereas the ldipoduced in the uncharged particle (right) will
not result in a net force (E F.). B). A neutral, polarized particle in a non-uniforneetic field.
The particle will experience a net force toward #ectric-field maximum because the field
magnitude is different at each end of the par{Ele> F.).

The electrophoretic mobility relating electric-field intensity (E) to velocity),
(v = E4) is, to first order, given by = en&/m, wheregy, is the permittivity of the liquidy
is the liquid viscosity, and is the zeta potential, which is primarily related the
particle’s charge density and the ionic strengtithefliquid (see Material and Methods).
For most biological cells, the EP mobility is ~“6nf/Vs, or 1um/s in a field of 1 V/cm
(Mehrishi, 2002). Any use of EP, therefore, to sefmdifferent cell types is therefore
dependent on the zeta potential difference betwebks

Dielectrophoresis or DEP (in its simplest form)dige to the interaction of an
induced patrticle’s dipole and the spatial gradiehthe non-uniform electric field. All
particles (charged or not) exhibit dielectropharedctivity in the presence of electric
fields. However, the strength of the force depestdsngly on the medium and particle
electrical properties (permittivities, conducties), on the particle shape and size, as well
as on the frequency of the electric field. Consetjyefields of a particular frequency
can manipulate particles with great selectivity.isThas allowed, for example, the
separation, the orientation and manipulation dbq@Vang, 1995; Gascoyne, 1997).

To obtain a practical force expression, we neeatktermine the dipole momemnt
For cells, the dipole moment is induced by the ia@gdpetlectric field. When cells (and
other polarizable particles) are placed in an gketield, a dipole is induced to satisfy the
boundary conditions on the electric field. Thisundd dipole can be created by free

charge, by polarization charge (e.g., water), ogeneral by a combination of the two.
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The exact constitution of the dipole will be retate the frequency of the applied field.
At low frequencies (down to DC) free-charge dipotesninate, whereas polarization-
charge dipoles dominate at high frequencies. Opeally uses AC fields (rather than
DC) for DEP because that will damp out EP-inducedtiom while minimizing
physiological impact on the cells and any electemcital reactions at the electrodes
(Voldman, 2006). One general form of its express®npep = pUE, (Washizu, 1992)
wherep is the particle dipole moment. One sees that tagignt of the electric field
(UE) must be nonzero for the force to be nonzero, whan be explained with reference
to Fig. 1.29. Here we see that if each half of @oldi sits in the same electric field (Fig.
1.29A, right), then the cell will experience equalposing forces (F= F.) and no net
force. If, however, each half of the dipole is ifiedd of different magnitude (P F., Fig.
1.29B), then the net force will be nonzero, drivihg particle up the field gradient. We
also note that if the dipole is not oriented aldhg field, then a nonzero torque will be
created, forming the basis of electrorotation (Vilaghl992).

In this regard, one finds that the imposed fiets exist within the cell
membrane or the cytoplasm. At the frequencies tmedlectrical manipulation—DC to
tens of MHz—the most probable route of interacti@tween the electric fields and the
cell is at the membrane (Tsong, 1992). This isyashave seen, because electric fields
already exist at the cell membrane, generating @aous transmembrane voltages in the
tens of millivolts, and these voltages can affagtage-sensitive proteins (e.g., voltage-
gated ion channels (Catteral, 1995)). The imposadsimembrane voltage, which is
added onto the endogenous transmembrane voltagdecapproximated at DC and low
frequencies, as 1BR (whereE is the electric field intensity ard is the radius of the
cell). Therefore, at DC a 1n cell in a 10 kV/m field will experience a 75 mWposed
transmembrane potential, approximately equal toeahdogenous potential (Voldman,
2006). In the context of DEP, some studies haven bdedicated to measuring or
estimating the induced transmembrane potentiateeatells (Glasser, 1998), but these
have been difficult to measure, especially becahseintrinsic nonuniformity of the
electric field in DEP makes it impossible to assiga unique value. In most studies,
however, researchers have found no measurabletefiee to field exposure (Glasser,
1998; Fuhr, 1994; Docoslis, 1999). Thus, DC figddsh as used in EP-will impose the
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greatest stress on the cell membrane, whereasf BERIn conditions under which the

transmembrane loads and cell heating are small {iMHz frequencies), is more benign.
1.3.2.3 Cells characterization, separation and hatidg using EP and DEP

At the microscale, there have been few reportsguEiP to separate, characterize
cells, or for cell handling. This is perhaps dudhe fact DC fields could be harmful to
certain types of cells, limiting, thus, the fieltteat one can use. Nevertheless, there are
reports that show that one can distinguish sulitlenptypic differences in mammalian
cells, such as apoptosis (Guo, 2002) or differeutdrial cell types (Armstrong, 1999)
using EP. Moreover, the charged cells can move ribwaa electrode in an EP system.
This points to one of the advantages of EP celdhag, which is that one can create
electric fields, and thus transport cells, ovegdadistances (up to centimeters). Portinga
et al. (Portinga, 2001) described bacterial degmmpand adsorption to indium tin oxide
(ITO) electrode surface in a parallel plate flonaotber. If a highX65 uA) cathodic
current was applied by adjusting the potential leetw-0.4 and -0.5 V, adhering bacteria
were stimulated to desorb with desorption probaédiincreasing with increasing current
density. When a high (1.8 V; 2 mA) positive eled&opotential was applied for 5
minutes, bacteria were forced to adhere and théherang bacteria could hardly be
forced to desorb, indicating strong, irreversilidasion.

If the field is nonuniform, the particles expeera translational force, known as
the dielectrophoretic force (DEP), of a magnitudd polarity dependent on the electrical
properties of the particles and their surroundireglimm. This force is also a function of
the magnitude and frequency of the applied eledield. For a spherical particle of
radiusR in an imposed electric field (in V/m) of angular frequency, the magnitude of
the dielectrophoretic forcepEr (in N), is given by the expression (Washizu, 1992)

Foep = 2tem R® Re (K) OB ms Eq. 1.8

whereK’ is the complex Clausius—Mossotti factor, definsd a

. Ep—Ef . o . o
K'=—P M whereg, =¢,— — anden = &n—j — Eqg. 1.9
€p +2&m w w
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The Clausius—Mossotti factor provides a measurthefstrength of the effective
polarization of a spherical particle as a functadrparticle and medium permittivitye
and conductivity ¢). The subscriptgp and m refer to the particle and medium,
respectively. Complex quantities are denoted waterssks.Re stands for ‘the real part
of' the factor. The terniJE% s defines the average local nonuniform field strrgpd
gradient (in VW/m?). If the real part of the Clausius—Mossotti factsrpositive, the
dielectrophoretic force is positive (pDEP). Thisans that the particle experiences a
translational force directed towards regions ofhhélectric field strength, such as the
electrode edge. On the other hand, if the ClauMossotti factor is negative, a negative
dielectrophoretic force (nDEP) will direct it awdsgom the high-field regions (Florez-
Rodriguez, 2004; Huang, 2002; Haddrell, 2006), ilegdo the particle levitation. In the
case of passive levitation, a negative dielectropio force can balance a net
gravitational force pointed in the opposite direati(Fig. 1.30). The net gravitational
force, Fg, is determined by the difference between the tmtwnal force on the particle

and the buoyancy force (Florez-Rodriguez, 2004).

Frgp

—_ Fig. 1. 30 DEP levitation of
particles above microelectrodes.
The particles levitate to a height
at which the DEP force,pkp, is
equal and opposite to the net
gravitational settling force,4F

Since both the DEP force and the gravitational doeze dependent oR®,
particles with the same dielectric properties amuhsity but different sizes can be
expected to levitate to the same height. On therottand, particles with differing
dielectric properties will levitate to differentigats in the chamber, irrespective of their
size. Levitation has found many applications intipkr characterization, separation,
manipulation and trapping (Huang, 2002; Oblak, 200ahey, 2008). The use of

levitation reduces problems associated with padic@dhering to the electrode surface,
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steric hindrance and interparticle interactiong thecur when the particles are confined
to the two-dimensional electrode plane. Also, ieyants exposure to the possibly
damagingly high fields and field gradients at tHectode surfaces. To achieve the
optimum levitation height or trapping efficacy,ist often desirable to obtain the highest
dielectrophoretic force for a given voltage. Expexntally, this is most easily achieved
by raising the conductivity of the medium or itspétivity (or both) (Florez-Rodriguez,
2004).

For cells with very different electrical phenotypese can find a frequency and
solution conductivity where one population of celigeriences pDEP and another nDEP.
This allows for an easy separation, where onetgpé will be attracted to the electrodes
and the other repelled (Markx, 1994) (Fig. 1.31hisTapproach has been used to
characterize, separate or transport live versud dels (Li, 2007), different species and

cell types from each other (Huang, 2002) and cacektines from dilute whole blood.

Before wash After wash

Fig. 1.31 Separation of viable

and nonviable yeast. The left
panel shows viable (experiencing
pDEP) cells collecting on the

electrodes and nonviable yeast
(experiencing nDEP) collecting

in between the electrodes. The
nonviable cells can be removed
by applying a fluid flow (right).

Mon-viable Viable

The primary technique which takes into account thagnitude of DEP,
introduced in the late 1990s, is a type of fielfl fractionation-FFF (Vahey, 2008),
where a perpendicular force (in this case, the niE¢e) moves cells to different heights
in a parabolic flow chamber, where they then exyee different drag forces and
separate into bands (Fig. 1.32; Yang, 2000). ThEmRbrces are balanced by the weight

of the cell, resulting in a uniquely defined height
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Fig. 1.32A. Schematic of DEP-FFF (side view), showing thai tell populations, levitated to
different heights by a DEP force, separate alorgy ditection of flow in parabolic flowB
Separation of a mixture of human T-lymphocytes frononocytes using DEP-FFF. The
monocytes are levitated to a lower average heigtittlaus elute later than the T-lymphocytes.

Monooyhas

Cell number

Alternatively, static non-uniform electrical fieldsan be achieved under a DC
electric field by specially designed features, sush obstruction or hurdles using
electrically insulating materials. Some interestaqgplications of DC-DEP for particle
separation in microsystems have been reported thg¢&ang, 2006; Kang, 2008).

DC-Dielectrophoresis (DC-DEP), the induced motiéthe dielectric particles in
a spatially non-uniform DC electric field, is apgalito separate biological cells by size.
The cells experience a nDEP force at the cornetiseofiurdle where the gradient of local
electric-field strength is the strongest. Thus, tmeving cells deviate from the
streamlines and the degree of deviation is depéeratethe cell size. Kang et al. (Kang,
2008) demonstrated by using this method that, coetbwith the electroosmotic flow,
mixed biological cells of a few to tens of micromet difference in diameter can be

continuously separated into different collectinglsvé-ig. 1.33).

Fig. 1.3% Separation of
_ the white blood cells: §m
£im ™™ threshold separation,
V=102 V, =191 1V,
VC:343 V, VD:0 Vv

i I e

For separating target cells of a specific sizeftak is required is to adjust the voltage

Farticles
below 5 jpm

outputs of the electrodes.
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DEP has been used extensively to handle celldy fmt positioning and for
transporting cells. Cell positioning typically usgstionary traps that may be turned ON
or OFF in time. It is used either to create lomgtémore than several hours) patterns of
cells on a substrate or for short term (minutesidar) observation of cells in specific
locations. Both pDEP and nDEP and many differemnggtries can be used for these
purposes. In general, pDEP traps are easier toectie@n nDEP traps because it is easier
to hold onto a particle by attracting it than rédipgl it. For example, Taff et al. (Taff,
2005) used the ring-dot geometry consisting of aeroring electrode and an inner round

“dot” electrode on a separate metal layer (Fig4).

100 pm =

Fig. 1.34 Schematic (left) of ring-dot geometry, along witvot images (right) showing
addressable removal of green-labeled human HL-B€ fcem a 4x4 trap array.

Cells are attracted via pDEP to the field maximatrthe dot. Using this geometry
they developed a scalable addressable trapping fr@bserving many single cells and

then sorting out desired cells.

Electrical approaches to manipulating cells atrtheroscale have already shown
great promise. This is primarily due to the favdéeabcaling of electrical forces with
system size and the ease of fabricating microsetdetrodes. Looking ahead, an
upcoming goal for EP and DEP-based separationsbwilhe demonstration of systems
with specificity sufficient to enable separationaofew cells. Luckily, engineers continue
to innovate in both DEP and EP separation and emdit is however not possible to

control thousands of cells simultaneously.
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1.4 Objectives

In order to synchronize the onset of cell-surfageeading, we first investigated
the possibility to modulate electrostatic repulslmetween cells and a glass surface to
control the formation of an initial cell-substratentact.

We studied the formation of cell-surface contactdsinction of ionic strength,
then we show that it is possible to synchronizé gmieading either by changing the ion
concentration around the cells or by electrochehmezans.

We show in subchapter 3.1 thBictyosteliumcells spread using a periodic
protrusion activity. Moreover, the actin polymetipa activity, which drives membrane
protrusions, is also oscillatory with almost thensgperiod.

In the next subchapter, we will analyze the efigcan applied potential on the
cells that are deposited on a conductive mateldaing different conductive materials
(ITO, Ti, Pt and Au) we tried to detach the adhgriells in 17 mM and 1.7 mM buffer
solutions or to impair their contact with the sgdaby imposing a negative potential
(current) at the material surface while they aireenting. Even the highest supportable
potentials of materials and cells, did not allowdach our aims.

In order to synchronize cell spreading, a new agpghowas taken into
consideration and analyzed in the subchapter 8.Be¢p the living cells in suspension at
a certain distance from the surface, despite thmarapmt gravity, using electrostatic
properties of the cells and surfaces when we Ja\idnic strength. Thus, by decreasing
the ionic strength we can prevent cell adhesiongusiectrostatic repelling forces. We
also use LimE“.GFP to monitor actin polymerisation activity. Tkesxperiments
reveal that fluctuating actin polymerization occeaven in the absence of cell spreading.

In the last two subchapters, we analyze two differmethods of adherence
stimulation: using an experimental diffusion setygubchapter 3.4) and an
electrochemical method (subchapter 3.5).

Since D. discoideumadhesion is sensitive to ionic strength, we eowisd
controlling this parameter in order to synchroniedi-surface contact. In subchapter 3.4
we show that by increasing the ionic strength welddnduce cell adhesion and

spreading. However, major drawbacks of this methi@dthe unphysiological conditions
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characterized by a high osmotic pressure reachedeirchamber where the cells were
levitating before concentrated solution diffused.

Using LImE**®-GFP to monitor actin polymerisation activity, wiadlly show in
subchapter 3.5 that synchronized cell spreadingoeanduced by a short electrical pulse
(0.1 s) triggering a transient surface contactaA®nsequence, the pulse-induced contact
with the surface, triggers regular quasi-perioditrapolymerization, that is in phase in
all the cells.
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Chapter Il. Materials and methods

2.1 Materials

2.1.1 Buffers and chemicals

Sorensen Buffer (SB) containing 2 mM RO, (analytical grade) and 14.68
mM KH,PO, (analytical grade) at pH 6.13 was used as a mferenedium for the
experiments. The theoretical osmolarity of this feufis 36 mOsm and was
experimentally measured with a Loser cryoscopy ossater. The value of 34+3 mOsm
was obtained.

Lowering buffer concentration was compensated fgr dolding osmotically
equivalent amounts of D(+) sucrose. Solutions latger ionic concentration (phosphate
sucrose buffers) were thus obtained by mixing gppate volumes of SB and a 36 mM
sucrose solution. Isotonic CagQolutions were prepared in the same way, usingbsac
to maintain osmotic pressure.

Potassium hexacyanoferrate ;B€(CN}), potassium nitrate, ferric chloride,
anhydrous calcium chloride, hexahydrated magnesthioride, sodium chloride,
potassium chloride, cesium chloride, lithium peochte (LICIQ), MES (2-(N-
morpholino) ethanesulfonic acid, pKa = 6.09) and PEHS (4-(2 hydroxyetyl)-1-
piperazineethane sulfonic acid, pKa = 7.67) andetys were analytical grade. The
conductivity of hygroscopic ionic salt solutions svaneasured to ascertain their
concentration. Aminopropyltriethoxysilane (APTEShda Latrunculin A were from
SIGMA-ALDRICH (Saint Quentin Fallavier, France).

The solution conductivities were measured with avalftical Radiometer, CDM
210, MeterLab apparatus.

2.1.2D. discoideumculture and handling

D. discoideumAX2 cells were grown in agitated suspensions (8@)rin HL5
medium (FORMEDIUM, Norfolk, UK): peptone 14.3 g'Lyeast extract 7.15 gi.
maltose 18 g.t}, NaHPQ,,12H,0 1.28 g.I*, KH,PQ, 0.48 g.L*, dihydrostreptomycin
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sulfate 0.25 g.1)) at pH = 6. AX2 cells expressing a LiffE'-GFP fusion protein (vector
B12) (Diez, 2005) were grown in axenic medium sappnted with 20 pg/mL G418
(Sigma) in shaking suspensions. The plasmid wadlkjprovided by G. Gerisch.

D. discoideumcells were recovered by centrifugation (EPPENDOBRH5R,
Hamburg, Germany) at 1000 x g, for 3 min at 4°Csheal once in SB and resuspended
at 10 cells.mL* in diluted buffer before use.

When used, latrunculin A was added in the cultuedionm at 3 pMfor 5 min
before centrifugation and washes. Cells were usedediately after the treatment.

The zeta potential dD. discoideunctells and of surface-carboxylated fluorescent
polystyrene beads (diameter 1 um) was measured asfETASIZER 1000 (Malvern
Instruments, Malvern, UK) and was found to be - 37V and -56t5mV in SB

respectively.
2.1.3 Preparation of surfaces

Borosilicate glass cover slips for microscopy wesed after cleaning with ionic
detergent, rinsing with ethanol and deionized water
Gold and platinum surfaces were obtained by vacdaposition of 5 nm titanium on
borosilicate glass and then 3 nm of gold or platintespectively.
Silanization of glass cover slips was performeétbdsws:
- Cleaning with ionic detergent, rinsing with ethaaab deionized water.
- Immersing in 14.5 M NaOH for 5 min and washing wdgionized water.
- Immersing in a 1% APTES solution in 5 mM aceticdaéor 20 minutes under
agitation and washing with deionized water.
- Curing at 100°C for 15 minutes.
Silanized glass cover slips stored for some timeoimact with air were decarbonated by
a 0.1 M KOH solution.

2.1.4 Experimental chambers

Plastic frame that constitutes the chamber of atdlaljNalge Nunc Int. US)
(volume = 0.7 cry surface = 0.5 cf) were used to construct experimental chambers on

different substrates (single-chamber setup). Fdugion experiments, a double chamber
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setup was built, consisting of a thin lower chamdegarated from the upper chamber by
a polycarbonate membrane (MILLIPORE TMTP01300, Melm, France) 20 microns
thick and 5 microns pore diameter, 10% porosite f8g 2.1A and B). The height of the
lower chamberg, was built using several layers of double adhetape (260 microns
thick PVC ribbon covered with polyacrylic glue, 3&l= 260n, whera is the number of
double adhesive tape layers), cut out at the requimensions.

These experimental setups are schematized in RAg. 2

Fig. 2.1Polycarbonate membrane imaga$ RICM and B) Phase Contrast. The 5-micron holes
of the membrane can be seen.

Pt (Aux Ag/AgCI (Ref)
Polycarbonate [ — — | Concentrated
membrané\ buffer
——Diluted buffer pouble adhesive Diluted buffer
ToWw) e oo — 1 Microscope cover
A B slip

Fig. 2.2 (A) Single chamber andBj double chamber setups. IR)( a three electrode
experimental setup is shown: the platinum wire ti@scounter electrode (Aux), the ITO coated
surface was used as the working one (W) and therenefe was a Ag/AgCl pseudoelectrode
(Ref)).

2.1.5 Electrochemical experiments

Transparent conducting surfaces were thin glaskesl(0.145 and 0.175 mm
thick) covered by Indium Tin Oxide (ITO, thickne®8 nm, resistance 20 ohms.cm) from
PGO (Prazisions Glas & Optik Gmbh, Iserlohn, GeryalTO belongs to the class of
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transparent conductive materials with interestipgoal and electrical proprieties (Laux,
1998).

For electrochemical experiments on gold or ITO edasurfaces, platinum and
silver wires were attached in the upper chambee. [&tter one was previously immersed
in a ferric chloride aqueous solution, and usedaapseudo-reference electrode of
Ag/AgCI type and namedRef. in the following. The platinum wire was the counte
electrode and the ITO coated surface was used eswtirking one. We used a
potentiostat (RADIOMETER DEA 332 Digital Electroch&al Analyzer controlled by
VOLTALAB software, Villeurbanne, France) to carryutochronoamperometric and
voltamperometric experiments.

In order to calibrate the electrochemical respookdhe ITO electrode with
respect to local hexacyanoferrate concentratiofs0 &/Ref. potential pulse (0.5 s) was
applied, using the single chamber setup and theemuresponse was measured as a
function of known hexacyanoferrate concentrations.

In order to monitor the ionic diffusion kinetics an double chamber setup, the
lower chamber was first filled by a 0.5 M KNGsolution. 17 mM potassium
hexacyanoferrate in 0.5 M KNQvas poured over the membrane. The concentrattan ra
between KNQ and Fe(CNy* was 30 to avoid ionic migration of the hexacyanefe.

At given times, a 0.0 V/Ref. potential pulse waplega for 0.5 s to the 50 nm gold
surface and the current responses recorded to atstinthe corresponding
hexacyanoferrate concentration at the gold suriagieg the calibration curve.

The diffusion coefficientD, of Fe(CN)> was determined by chronoamperometry
(10 s) on a Pt flat disk surface using the Cottrgliation (Bard, 1980):

I(t) = nNFSGyD %°(11t) ~0° Eq. 2.1

wheren is the number of exchanged electrons by the regowp (in this case n = 1,

the Faraday constar§the Pt surface area a@g the initial concentration of #ce(CN}.

By plotting I as a function ot %%, we obtained a diffusion coefficient comprised
between 0.9 and 1.05 f@n? s* for Fe(CN)}* which corresponds to published value
(Robinson, 1970).
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Electrochemically induced cell adhesion was caraatlin a one-chamber setup
(Fig. 2.2A) fitted with the reference and countbrcrodes using an ITO-coated surface
as working electrode. Cells were introduced in GriM phosphate sucrose buffer. After
sedimentation, a potential pulse was applied faedain time. In the case when we
applied 2.5 V/Ref. for 2 s, the integrated elealricharge was 0.1 mC, corresponding to
the production of 1 nmole of protons (accordingFaraday’s law), if all the current
corresponds to water oxidation.

Potential pulses were generated with a TTi 10 MHitse generator (THURBLY
THANDAR INSTRUMENTS, Huntington, UK) using a squasbaped 5 V pulse for
given pulse durations. This voltage was appliedvbenh the ITO surface and the
platinum counter electrode and is equal to the oreasvoltage between the working
electrode and the counter electrode in the threetrelde setup.

2.1.6 Mathematical simulation of ion diffusion in he double chamber setup

In order to compare the experimental evolution @iaentration at the surface in
the double chamber setup (Fig. 2.2B) with a rafliple mass transport description, we
solved Fick's second law considering planar diffas(Equation 2.2). MATLAB (The
Math Works, Natick, MA) software was used to nurmcally solve equation 2.2 for D =
10° cn? s* and e = 52@um, considering a constant 17 mM concentration @tap of the
lower chamber (the upper chamber can be consideredh infinite reservoir) and no flux
condition at the glass surface.

acan):Dazcux)
ot aXZ

Eqg. 2.2

dC(x,t)

X=e

with the boundary conditions: C(0, t) = 17 mM

The formula for the calculation of the diffusionegficient for strong electrolytes

(Dy), for examplef\\z}i B\Z}Z is given by the well known Nernst relation (Rdb&. W.,

1987):
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Vi +V A9 vq +V A0 0
Ds:ﬂ 1 2)'1 1 2) - 2.66|:|.0_7D( 1 2)'1 1 2)

F2 vz [ +29) v (21 09 +1A9)

atT =298 K; Eq. 2.3

One denotes; andv; the ionic charge and its coefficient, respectiv&ly (in cnf- S/mol)

is the equivalent ionic conductivity at infinitdlution at 298 K.
For exampleDcacy, = 13300 °cm? /s, DkH,Po, = 121107 cm? /s

The diffusion coefficient of a single ion can bécatated regardless of the counter ion:
0 0
Digy = 0 2 - 266m072- D
F2 z z
This value is in perfect agreement with the expental value (see Materials and
Methods) and with the literature (Bernard M., 1996)

For a mixture of salts, it is very difficult to callate the average diffusion

Fecny3 = 0980107°cm? /s Eq. 2.4
6

coefficient. For simplicity, the main contributiaa attributed to the predominant salt,
even though, in reality, there is a pair wise reitigtion of negative and positive ions
among the diffusing salts. In SB (S6rensen buffeplwosphate buffer), KH#PO, is the
predominant salt (14.68 mM).

2.1.7 Mathematical simulation of the pH in solutiomat the conductive surface

Concentration of the protons formed during an elegt pulse application is
calculated using Comsol Multiphysics Modeling andn@ation software (EULA,
COMSOL AB). Comsol is a finite element analysis asulver software package for
various physics and engineering applications, eajeccoupled phenomena or
multiphysics. The Chemical Engineering Module impmoates application models for the
field of transport phenomena including ionic trampand multi component diffusion.
The proton concentration in the ITO surface vigir{the experimental setup is shown in
Fig. 2.2A) is calculated, taking into account wagksctrolysis (the intensity of the current,
the pulse application time) and, in the same tiitee diffusion (the proton diffusion
coefficient is By = 10* cn? s*) (Eq. 2.5). The proton migration is not considersidce
the electrolyte concentration is higher than th@gr concentration. Thus, we considered

that the major contribution to the migration tramdlerives from electrolyte ions.
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When the proton production is stopped, one considety its diffusion in the
bulk solution, increasing the pH close to the stefa

dCH-+ (X, 1) 92Ch4 (X,1) | g
TR —py, B0 andCy, Otg) = Eq.2.5
at A a2 He Ote) = s f

with boundary condition: (o, t) = 0. WhereF is the Faraday constar$,the ITO
surface ared, is the applied or measured intensitys the time of current application.

For an intensity of 4*18 A applied during 50 s, the concentration profiesus
time is:

Pulse application

Concentration, C*10* (M)
(@] = N w o ol (o))
[ ]

0O 10 20 30 40 50 60 70 80 90 100
Time (s)

Fig 2.3Theoretical proton concentration profile at theface during and after a 50 s pulse

After applying the same current for 2 s, the pHlégreasing to 4 (see Fig. 2.3).
For shorter current pulse, the pH increase is drnasar with the pulse duration. For a
longer time application, the cell activity could ladfected. In addition, the surface
acidification was confirmed with a pH-sensitive dye

2.1.8 Optical observation of cell spreading

To monitor the presence and spreadingDof discoideumcells, we used an
inverted microscope (OLYMPUS IX71, Rungis, FranEe. 2.4A) illuminated with a
halogen lamp (transmitted light) and a mercury Igmaflected light). Cells were imaged
with an oil-immersed objective (60X magnificatich25 numerical aperture) by phase
contrast (PC) and Reflection Interference ContMgtroscopy (RICM). For RICM, a

green filter selected the 546 nm Hg emission pemkaasemi-reflecting plate was set at
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45° of the optical axis to illuminate the samplsgll 8nages and movies (15 frames per s)
were acquired by means of an Olympus DP30 CCD aifrotonic Science, UK). For
a better presentation in this thesis, some imagee Wweated by transposing individual

cells on a more clear background.

. 5

A(t)
Microscope
obiective

RICM,PC,
Fluorescence

B

Fig. 2.4 (A) photo in the laboratory of the experimental setg 8) an explicative
scheme for the observation of cell spreading byNRIEhase Contrast (PC) or fluorescence.

RICM allows the analysis of living as well as fixeglls attached to a plain
surface using reflection-type microscopes. The lteguimage is determined by the
relative reflectivity (RI) at different areas ofettcell, and by interferences of the light
reflected at different boundaries (Fig. 2.5, Berelan, 1979).

Destructive Constructive
Interference Interference

Fig 2.5 Schematic representation of the main reflectingrfates in a cell preparation on a glass
surface. The black arrows indicate the inciderttligeams and the reflected light beams with the
relative intensityR. Suffixes indicate the optical media forming theeirface (g, glass; c, cell; m,
medium). The phase &, is shifted forA/2 at the reflecting surfac®.n is normally not visible

in thick cells.g is the angle of incidence of the illuminating beandd stands for the geometrical
distance between cell membrane and glass surface.

RICM is used to view cells in culture adhering tplane glass surface. Extremely
thin layers of protein or cytoplasm can be detected glass surface. Assuming that the
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cytoplasm is optically homogeneous, three opticdkrfaces may occur (Fig. 2.5):
glass/culture medium (gm), medium/cell (mc) or /oedldium (cm) (two thin layers on
top of the glass). For Dictyostelium discoideum,ahihis a thick cell (average of 10 pm
in diameter), Ry is insignificant.

Light beams reflected from the various interfagaerfere with each other. The
resulting intensities depend on the differencesptical path lengthsA) and RI at the
boundaries. The optical path differeneg between two reflected wave fronts is related
to the geometrical distance (d), the refractiveein¢h) and the angle of incidence of the
illuminating beam (for normal incidencg= 0 and co$ = 1) by the following equation:

A = 2nd [cos3 Eq. 2.6

In the case of light reflection at an optically den medium, the interference of
the reflected light beams can occur. The calculagdde of the intensity of the interfered
light beam (thterferencd COrresponds to the product of the amplitudgefrencOr E) and its
conjugated complex value (ferferencd. Considering only two reflected wave frontg(R
and R, one obtains:

A

Enerorce= Egm+ Eme = yToRgme 2 +ToRmee™®, Eq. 2.7

where § is the intensity of the incident light beam. ThHeape ofRym is shifted forl/2 at

the reflecting glass surface.
_ e — 2 2 A
linterference™ ELE = 1g[Rgm + Rinc + 2RgmR mc cos@ E)] Eg. 2.8

It results that one obtains a maximum intensityatiee to the incident light

intensity (constructive interference), if:

cosA - —) cos&OI A)— = 2nd A 2pn[—l)\—
coy3 2 coy3 2 21 Eq.2.9
d:% (2p+1r)]E:osB
wherep O N.

When cosA - %) = -1 (destructive interference), it results:

(%) cosB Eq.2.10

q=A f2p)cosB
4 n
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In our experiments wavelength of the incident bdaght is 2 = 546 nm, the
medium refractive index is considered= 1.33 and the angle of incidengg,is very
close to O degrees. Regarding the equations 2.92&{ we obtain first maximum
interference intensity (constructive interferent@)d ~ 100 nm and the first minimum

interference intensity (destructive interferenae)d = 0 (puttingp = 0).

Relative
Intensity

White

100 200 300

Surface

Fig 2.6 Schematic representation of interference contrasnsity relative to the background
versus the geometrical distance between cell memtaad surface (d).

Thus, in areas where the cells are intimately h#dcwith the glass, we can
distinguish zones of close contact of the cellghe glass, which appear dark gray.
Additionally, focal contacts are almost black (destive interference, d = 0). The bright
or white zones correspond to a maximum interferemessity (constructive interference,
d = 100(2p+1) nm) (Fig. 2.6). Similar maximum interfereno¢ensities were obtained
when transparent surfaces were thin glass slidé4%0and 0.175 mm thick) covered by
Indium Tin Oxide (ITO, thickness 80 nm).

Also, for a thin cell, at an angle of incidence3®f degrees and with orange light
(A = 589 nm), cytoplasm with a refractive index of,1a geometrical differenatof 100
nm is sufficient for maximum interference contrésbm maximum brightness to a dark
contrast or viceversa, see also the Fig. 2.7).bflghtness does not change considerably
by changing either the wavelength or the angldlwhination but change sharply with
andn. RICM allows following very small changes and diffinces in distance between

cell and surface (Bereiter-Han, 1998).
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The refractive medium for SB and diluted buffer wasasured with an Abbé
refractometer: n = 1.333 for SB and n = 1.334 fiuted buffer solution containing

Sucrose.

Fig 2.7 RICM image of a
Dictyostelium  discoideum cell
spread on a glass; the bright zone
indicates a membrane part that is at
least at 100 nm distance from the
substrate

A D. discoideuntell was considered as attached when a dark doartea larger
than 4 prf lasted for more than 10 s and enlarged with ti@ells were considered fully

spread when 90% of the maximum contact area wabeda

2.1.9 Analysis of cell spreading kinetics

Using the Image Pro Plus software (IPP, MediaCydtgrs, Bethesda, MD,
USA), RICM images were sub-sampled at 1 image p&iséconds, the background was
subtracted and flattened and the noise filtereds gknerates a black and white movie
showing the changes in contact area with time, e/wetl-surface contact areas appear
white (pixel value 255) over a dark background é¢pixalue 0). White areas are
guantified and plotted as a function of time, g@vithe spreading kinetics. Individual
spreading kinetics are adjusted by the equatiowveltby Chamaraugt al. (Chamaroux,
2005):

A(t) = Aqnaxtanh@it) Eq. 2.11
where Anax is the maximum cell-surface contact areahe inverse of the characteristic
spreading time and the initial contact time is aett = 0. In this model, the initial

spreading slope BA max

2.1.10 Analysis of LImE-GFP fluorescence

Epifluorescence images were obtained using an pppte filter set to match

Green Fluorescent Protein (GFP) characteristictaan and emission spectraeik =
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481 nm,Aem = 507 nm). GFP fluorescence was selected wBIG® cube (Olympus)
and supplementary BG18 and BG28 excitation andsomdilters (Melles Griot).

Green fluorescent protein (GFP) was first purifiexn Aequorea victorian 1992
(Shimomura, 1962). GFP is a compact and globulatepr composed of 238 amino acids
(27 kDa) and has dimensions of 2.4 per 4.2 nm (Qff66). 30 years after its isolation,
Douglas Prasher had the idea to use GFP like tangatder to monitor the production
and localization of a protein of interest. The gefé&FP was cloned in 1992 (Prasher,
1992). The first successful genetic expression BPGn E. coli was realized in 1994
(Chalfie, 1994). The cells exhibit bright greenditescence when exposed to blue light.
The protein gets its fluorescent properties by atocatalytic mechanism of fluorophore
formation (Chalfie, 1994).

In our study we used a fluorescent version of timaH_protein (a GFP fusion
construct with a fragment of LimE, LiM'-GFP (Schneider, 2003) which, will be
noted simplest LImE-GFP) to visualize and meadweeactin dynamics iDictyostelium

In our experiments, to quantify fluorescence vaiatvith time, a threshold is set
to identify actin polymerization active zones iresithe cell. The threshollis defined by
the following formula: T = B+ 2(C-B) wherB corresponds to background fluorescence
outside the cell an€ corresponds to the cytoplasmic fluorescence. Aiveazone is
made of pixels in which significant fluorescenceemt¢ occur over more than 3
consecutive frames and attain a minimum of 4 pifelgunf). The signal recorded is
obtained by integrating the fluorescence overhaldctive zone. The time at which local
fluorescence attains a maximum (peak values) wesrdaed. Image Pro Plus software

was used to quantify fluorescence.

2.2 Electrical phenomenon at the interface

2.2.1 Brief description of the electrical double lger
An electrode at which no charge transfer can o@mpss the metal-solution

interface, regardless of the potential imposedrbgutside source of voltage, is called an

ideal polarizable electrode (IPE, for example, aramey electrode in contact with a
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deaerated KCI solution). Since charge cannot diusdPE interface when the potential
across it is changed, the behavior of the electsadigtion interface is analogous to that
of a capacitor. In addition, a surface of an oxidgerial may be charged by dissociation
of surface groups (for example, the silanol groapglass surface) or by adsorption of
charged ions or molecules from surrounding solution

The solution side of the double layer is thoughbéamade up of several “layers”.
The one closest to the surface of the materiat{@de or oxide material), the inner layer,
contains solvent molecules and sometimes otheiiespéons or molecules) that are said
to be specifically adsorbed (see Fig. 2.8). Thisemlayer is also called the compact,
Helmholtz or Stern layer. The locus of the eleelricenters of the specifically adsorbed
ions is called the inner Helmholtz plane (IHP), gbhis at a distance. The total charge
density from specifically adsorbed ions in thiséntayer isc' (uC/cnf). Solvated ions
can approach the solid material (M) only to a dis&x,. The locus of centers of these
nearest solvated ions is called the outer Helmtpsétme (OHP).

The interaction of the solvated ions with the cledrgnetal (or ionized surface
groups) involves only long-range electrostatic &sc so that their interaction is
essentially independent of the chemical propediethe ions. These ions are said to be
nonspecifically adsorbed.

M IHP OHP Diffuse layer
oV D10,
o I
B I%O/' Solvated cation
p O Fig 2.8 Proposed model
O MO O :
RO of the doublg-_layer region
Metal _ @ | O under conditions where
\PE Ob % O%% anions are specifically
( of 8 | adsorbed.
Oxidg N | O%%
Material — 15 O
O O Specifically adsorbed anion
O |
q" O = Solvent molecul
k; %o
GM (Si (Sd
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Because of thermal agitation in the solution, tbegpecifically adsorbed ions are
distributed in a three-dimensional region calledl diffuse layer, which extends from the
OHP into the bulk of the solution (Bard, 1980). Téxeess charge density in the diffuse
layer isc?, hence the total excess charge density on théi@olside of the double layer,
", is given by:

oS =g +09 =gV Eq. 2.12

The thickness of the diffuse layer depends on dke tonic concentration in the
solution. For example for concentrations greatanth0’ M (the Debye distance for a 1:1

electrolyte at 18 M is ~3 nm), the thickness is less than 10 nm.
2.2.2 The Gouy-Chapman Theory

Gouy and Chapman independently proposed the iflea diffuse layer and
offered a statistical mechanical approach to desedti They considered the solution as
being subdivided into laminae, parallel to the &lmte, of thicknesdx, starting from the
electrode surface (x = 0). All these laminae ar¢hermal equilibrium with each other.
However, the ions of every specieare not at the same energy in the various laminae,
because the electrostatic potenttalvaries (its magnitude decreases from the electrode
surface through the bulk solution). The laminae banregarded as energy states with
equivalent degeneracies; hence, the concentradiosgecies in two laminae have a ratio
determined by a Boltzmann factor. If the referersceaken at the laminae far from the
electrode, when every ion is at its bulk conceitran’, then the population in any other

laminae is:

nj = ni0 exp{_ E'_I?q)j and the charge density f§x) => " nze Eq.2.13
i

where ® is measured with respect to the bulk solution. Dlieer quantities are the
electron chargeg, the Boltzmann constark, the absolute temperaturg, the (signed)
chargez of an ioni andp(x), the total charge per unit in any lamina.

From electrostatics, we know th&l) is related to the potential at distancby

the Poisson equation:
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d%d

p(x) = —€€0— Eq. 2.14
dx
which yields the Poisson-Boltzmann equation:
2
d_q):—_Zn z; exp{ ;ed)} Eq. 2.15
dX €€ i kT

Equation 2.15 is treated by:

2 2
d_dlzli(dij Eg. 2.16
dXZ 2do | dx
2 — A
hence,d(dﬂj --= niozi ex;{ Z'eq)JdCD Eq. 2.17
dx €€ KT
do 2KT z,ed
Integration gives n,”ex C Eqg. 2.18
) ? (d j €€Q Z|: F{ KT J A

and the constar@ is evaluated by recognizing that at distancerfamfthe electrodé® =
0 and @/dx = 0. Thus,

(dﬂj AT n ex;{ﬂj—l Eq. 2.19
dx €€g 5 KT

For a symmetrical electrolyte (z:z electrolyte) wbtain the following differential

equation:
do _ [ 8kTn® 12 e
d sin)-(z—j Eq. 2.20
dx €€ 2kT
The equation 2.20 can be rearranged and integiratée following manner:
® do [ 8kTn® 12
Jo. == [Fx Eq. 2.21
@, sinh(zed /2KT) €€ 0

where®y is the potential at x = O relative to the elecaadirface. In the other wordby

is the potential drop across the diffuse layer. fdsailt is:

Eq. 2.22

0\1/2
2kTIn tanh@zed /4kT) _ 8kTn X
ze | tanhgedq /4KT) €€

We obtain the potential profile in the diffuse laye
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tanh@ed /4kT) = tanhged /4kT ) e™ <X Eq. 2.23

(Znozze2
K=| ———

1/2
} : for e = 78.49 at 25°@ = 3.29-10z C*2, Eq. 2.24
€eokT

whereC is the bulk z:z electrolyte concentration (M) ani$ given in crit. 1/ is the so-
called Debye distance and is of the order of 3 anl6? M 1:1 electrolyte at 25°C. For a

1:1 electrolyte, the Debye distance as a functicglextrolyte concentration, is:

35
~ , Yy =0.3393x 4912
= 30 2
c ~ [} RrRP=09952 o :
< 25 Fig. 2.€ Debye distance as a
§ 20 \ function of 1:1 electrolyte
B 15 concentration.
©
g 10 i k
3 5
[a)
O T T T

0.E+00 2.E-03 4.E-03 6.E-03 8.E-03 1.E-02
1:1 electrolyte concentration (M)

In fact, the form is exponential in the limit of ath®,. If &g < 50/z mV at 25°C,

then we can approximate thap: = dpe™ <> Eq. 2.25

Suppose we now imagine a Gaussian surface inhédgeesof a box placed in our
system (Fig. 2.10) with one end at the interfabe, dides perpendicular to this end and

extend far enough into the solution where the fegtdngth d/dx is essentially zero.

Electrode Gaussian enclosure
surface _ _
| - Fig. 2.10A Gaussian
I _.E‘O box enclosing the
ekttt charge in the diffuse
“ layer contacting an
A7 A area, A, of the
. X electrode surface
. End surface
Surface against Area = A
electrode dd/dx = 0
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The box therefore contains all the charge in tHéusk layer contacting the
portion of the electrode surface adjacent to theé @harge conservation). From the
Gauss law, this charge is:

g=¢€g E mﬁs: eeo(zﬁj _[end ds Eq. 2.26

surface x=0"surface

Substituting from eq. 2.20 and recognizing that ¢gAhe solution phase charge density
6>, we obtain the relation between charge densify &nd®y;

oM =S = (8kTeeon0)1/23inr(Zze:;1pj = 117CY? Binh(19520,), Eq. 2.27

whereC is in mol/L ands" in pCrenf.
2.2.3 Tacking into account the finite size of elealyte ions: the Stern modifications

The partial success of the Gouy-Chapman theorgesig that it has elements of
truth, but also, indicates major defects. One oséhdefects is related to the finite size of
the ions in an electrolyte.

For example, there is an unlimited differential @apance withd, in the Gouy-
Chapman model because the ions are considered iat gharges that can closely
approach the surface. Therefore, at high poladmatihe effective separation distance
between the metallic and solution phase chargeszdeereases continuously towards
zero. This view is not realistic. The ions haveiraté size and cannot approach the
surface any closer than the ionic radius. If thesain solvated, the thickness of the
primary solution sheath would be added to thatusdbtill another increment might be
necessary to account for a layer of solvent oneteetrode surface. In other words, we
can envision a plane of closest approach for théecg of the ions at some distaxge

The Poisson-Boltzmann equation, and its solutistiéapply at distance x X,:
tanh@ed /4KT) = tanh@ed, /4KT ) e KX ~%2) Eq. 2.28

The plane at distanog from the surface electrode is an important coneeptis
called the outer Helmholtz plane (OHP, see Figl 24d 2.8). Between the electrode (x
= 0) and OHP, there is no charge transport, thezefte potentiafb decreases linearly.

The slope is given by Eq. 2.20, tacking xz= X
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1/2
0

(di)j _ [8kTn Sinr(zecsz = o, :q;z_(di’j Xy EQ.2.29

dX Jy=x, €€ 2kT dX Jy=x,

resulting the total potential drop across the deuldyer (o).

140

5 By = 130 mV
120 - . :
Linear profile to %
100 1 5 @, = 100 mV
S 8] o |
E EN
e 60 - D |
Q
4 = |
< |  Diffuse layer
20 |
0 ! T T T T T
0 X2 10 20 30 40 50 60

x (A)

Fig 2.11 Potential profile through the solution side of timuble layer, according to the Gouy-
ChapmarSterntheory (GCS theory). Calculated from eq. 2.22 fof M 1:1 electrolyte in water
at 25°C (Bard, 1980)

From the streaming potential measurements, the ghe@e, corresponding to the
zeta potential, is very close to the OHP. Therefove can approximate the surface
density charge (considering also the specificallyoabed ions in the inner layer, if they
exist) function of the zeta potentid):(
oM +¢' = (BkTeggn 0)1/25inr(&J = (8kTeggn 0)1/25inr(ﬂj

2kT 2KT Eqg. 2.30
~ 117 CY? Binh(19520)

2.2.4 Zeta potential measurements of surfaces
Zeta potentials were measured with a SurPass Araan Electrokinetic Analyzer

with the help of a SurPASS clamping cell (Fig. AL2Polymethyl Methacrylate
(PMMA-(Cs0,Hg)n) is the reference material in this method.
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Fig. 2.12A. SurPASS Clamping Cell with sample (glass slide) med;B. Schematic drawing
of the sample stack in the SurPASS Clamping Celbtit: h; length: | and width: L)

A streaming current and streaming potential arelantric current and potential
appearing when an electrolyte is driven by a pmesguadient B,>P,; AP = B —P;<0)
through a channel or porous plug with charged wgg. 2.12B). Adjacent to the
channel walls, the charge-neutrality of the ligisdviolated due to the presence of an
electrical double layer: a thin layer of countegas attracted by the charged surface. The
transport of these counterions along with the presdriven fluid flow gives rise to a net
charge transport: the streaming current (Fig. 2.13)

B I

Fig. 2.13A. Mechanism of streaming potential arising>(®). B. Stationary flow in a clamping
cell with dimensions: height (h), length (1) andd¥i (L); h<< L and h<</.
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In order to find the streaming current and theasti@ag potential that arise when
an electrolyte is driven by a pressure gradiertduh a space delimitated by two parallel
planar surfaces, we employed the Navier-Stokesteutor the incompressible liquids
and the Gouy-Chapman-Stern theory.

p%+p\7 [MOv = -0P +nAV Eq. 2.31

where v stands for local speed of the fluid,is the liquid densityy represents the

dynamic viscosity of the liquid and P is the pressu

One considers that the liquid flowing occurs intaienary regime% =0) and

only along thex axis between the two planar surfaces, in the otloeds the vectow is
parallel withx axis: V() = v(z) 0 (the heighth is very small in comparison with length

and width). Thus, the divergence of speed vectaatran is not zero only alongaxis. It

results the scalar product:
ov(z)

=TT+ Linei+ Linek=2Y2 - Eq. 2.32
ox oy 0z 0x
The Navier-Stokes equation becomes:
2
o°v_dpP Eq. 2.33

9z2 dx
Tacking as reference the lower planar surface andidering that in vicinity of
the walls the local speed of the liquid is nullQvE v(h) = 0, and for z = h/2 one has the
maximum speed, My (see Fig. 2.13), the speed has the followingilerof
v(z) =klz(h-2) Eq. 2.34
wherek is a constant which is found relaying the speeith the rate of fluid flow D),

which can be very easily experimentally determined:

D=[[ vaB=[[  v(@)dzm —2|<Ljh’2z(h—z)—kL—hS
~ Jsurface ~ Jsurface y= 0 a 6
6D 6D £q.2.35
k=—3 and v(z)=—32(h—z)
Lh Lh

Replacing the expressionwin Eg. 2. 33, one obtains:
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121D 12Dl
_120 - dp— 21 [jd — (P2gp . 12P0 _ \p
Lh3 0 Pl Lh3

3 Eq. 2.36
APILh

12n0
Replacing the expression bf from eq. 2.36 in Eq. 2.36 we get the local speed

=D=-

function of pressure difference:

v(z) = — 4P ——[Z(h-2)= | PIQ(h 2) Eq. 2.37
2n! 2nl

Adjacent to the channel walls, the charge-neuyralitthe liquid is violated due to
the presence of an electrical double layer (seey@hapman-Stern theory): a thin layer
of counterions is attracted by the charged surfate transport of these counterions
along with the pressure-driven fluid flow giveseriso a net charge transport, the
streaming current (we notg, lequivalent of ions transported in time, for ondeae):

-AP[L J-

2nl

lgyr = j j p(2) ((2) [dizdy = 0 (2)2(h - z)dz Eq. 2.38

where z is the outer Helmholtz plane coordinate ag) is the charge density at distance
z, from the surface. Considering that the thin laylecounterions is much smaller than
the height of the chamber, we can approximateltteat/h. It results:

—-API[Lh

I _— z)[z[dz Eq. 2.39
str = onl -[z p(2) q
Tacking in account the Equation 2.14, we have:
2 h
- h
oy = AZPD_hI 0d P iz = AP[Lh - zGdE dCDd
nl Jzz dz? dz z, 22 dz

Eq. 2.40

AP[Lh do do
[ohn = genl hl— -2, [— —®(h) +d(z
st =", o[ Eﬁdzjzzh ztﬁ dszZZZ (h) (Z)J

Knowing that®(h) = (dd/dz),-, = 0 and that the potential drop across the compact
layer multiplied with its width, is negligible, wget:
AP[Lh API[Lh

laty =———€€0P(25) =
st =5 €0 (z2) onl

ggp( Eqg. 2.41
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The tension that has to be applied for streamirrgentiannulment, (the positive
electrode-fig. 2.13-is placed against the fluidwmjp considering that both surfaces are

sources of counterions, is:

Ustr:ZIstrER:ZLAZEll'hEEOZD | ool pp Eq. 2.42
N

LhK, nK_
where Uy is streaming potential at zero net current coodgi(V), R is the resistance of
the bulk liquid ), K. is specific conductivity of the bulk liquid (STh AP is the
pressure difference (Pa) afidtands as zeta potential (V).

Equation 2.42 (Helmoltz-Smoluchowski equation (2elg, 2005)) is the basis of

the experimental determination of zeta potentiaé (subchaptet.2.7).

2.2.5 Surface charge density and point of zero chge

When a solid is immersed in a polar solvent or Ettmlyte solution, a surface
charge develops through one or more of the follgwirechanisms:

1. Preferential adsorption of ions
Dissociation of surface charged species
Isomorphic substitution of ions

Accumulation or depletion of electrons near thdasig

A S

Physical adsorption of charged species onto tHaair

For a given solid surface in a given liquid mediwarfjxed surface electrical charge
density or electrode potentiaE, will be established, which is given by the Nernst
equation:
E=E+RT/nF)Ina Eq. 2.43
where E, is the standard electrode potential at 1 M comaéph of ionsi, & is the
chemical activity of specie iy is the valence state of iorf&; is the gas constaril,is the
temperature, and is the Faraday constant. Equation 2.43 clearlycatds that the
surface potential of a solid varies with the corniion of the ions in the surrounding
solution, and can be either positive or negativee focus of the discussion here will be
on non-conductive materials or dielectrics, morec#fjrally on oxides.

The surface charge in oxides is mainly derived froraferential dissolution or

deposition of ions, usually, by a chemical equilibr. lons physically adsorbed on the
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solid surface determine the surface charge, argldreireferred to as charge determining
ions, also known as co-ions.

The equilibrium determined by the proton concerdrats as follows:

R-OH - R-0"+H" R-OH+H" = R-HOH" Eq.2.44
Surface charge
0 o o O OH 0 OH 0O OH OH
AN YA N AN YA\
/ \ T 7 \ I T | | 7 \ T 7 A} T T |
Negative Oxide surface Neutral Oxide surface
o HOH" o HOH" OH
JANEEE VA N
7\ T 7% T T

Positive Oxide surface

Fig. 2.14Schematic distribution of the chemical surface gean an oxide surface and charge
surface group formation as a function of the pH.

In the oxide systems, the ions that determine eharg protons and hydroxyl
groups and their concentrations are described bgppH= - log [H]; in water, [H][OH"

] = 10™). They can bind to the surface groups Ra®d R-OH (forming R-OH and R-
HOH") or respectively extract a'Hrom the surface group R-OH (forming an Rgboup

at the surface) — see Fig. 2.14. As the conceatrat charge determining ions varies, the
surface charge density changes from positive taatieg or vice versa (Parks, 1965;
Hunter, 1981). The concentration of charge detengiions corresponding to a neutral
or zero-charged surface is defined as a point af gbarge (p.z.c.) or zero-point charge
(z.p.c.).

Table 2.1 gives a list of some p.z.c. values oéced oxides (Pierre, 1998). At
pH > p.z.c., the oxide surface is negatively chdygice the hydroxyl group, OHs the
electrical determining ion. At pH < p.z.c.,"Hs the charge determining ion and the
surface is positively charged. The surface chaggesitly or surface potentidt in volts,
can then be simply related to tpél and the Nernst equation (equation 2.43) can be
written as (Pierre, 1998):

E=2303RT [(p.z.c.)—pH]/F Eq. 2.45

At room temperature, the above equation can badugimplified:
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E=0.06 [(p.z.c.) — pH] Eq. 2.46

Table 2.1A list of p.z.c. of some common oxides in water

Solid W03 V205 6Mﬂ02 BMnOz S|02 S|OZ TIO2 T|02
(quartz) (calcined)
p.z.c. 0.5 1-2 15 7.3 2.5 3.7 6 3.2
Solid | AlI-O-Si 2ro, sSnG FeOOH FeOs Cr0Os Zn0O A|203
p.z.c. 6 6.7 4.5 6.7 8.6 8.4 8 9

It can be noticed that for SjQ(silica is the main constituent of the glass),
immerged in SB (pH = 6), the oxide surface is negit charged. The same situation is
met in the case of ITO (p.z.c. are included inititerval [3; 4.7] (Tobias, 2002)).

2.2.6 Water electrolysis

In a properly designed electrochemical cell, hydrogvill appear at the cathode
(the negatively charged electrode, where electrams pumped into the water), and
oxygen will appear at the anode (the positivelyrghd electrode). Assuming ideal
faradaic efficiency, the generated moles of hydnoigetwice the moles of oxygen, and
both are proportional to the total electrical cleatfpat was exchanged through the
solution. However, in many cells competing sidectieas dominate, resulting in
different products and non ideal faradaic efficienc

Electrolysis of pure water requires a great dealeoérgy in the form of
overpotential to overcome various activation bastieVithout this energy excess, the
electrolysis of pure water occurs very slowly ot ab all. This is in part due to the
limited self-ionization of water. Pure water haseeactrical conductivity about million
times lower than 100 mM seawater. Many electrolytiells do not behave as
ectrocatalysts. The efficiency of electrolysis iereased through the addition of an
electrolyte (such as a salt, an acid or a basejlendse of electrocatalysts.

In water at the negatively charged cathode, a temuceaction takes place, with
electrons from the cathode being given to hydrogations to form hydrogen gas (the
half reaction balanced with acid):

Cathode (reduction): 2iag) + 26 — Ha(Q) Eed =0V
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At the positively charged anode, an oxidation rieacbccurs, generating oxygen gas and
giving electrons to the cathode to complete theudir
Anode (oxidation): 260(1) — Ox(g) + 4H'(ag) + 4€ Eol = -1.23V
The same half reactions can also be written witlelzs listed below.
Cathode (reduction): 200(1) + 26 — Hy(g) + 20H (aq) Eed = -0.83 V
Anode (oxidation): 40Haq) — Ox(g) + 2HO(l) + 46  En,’=-0.4V

Combining either half reaction pair yields the saowerall decomposition of
water into oxygen and hydrogen:
Overall reaction: 26D(l) — 2H2(g) + Ox(Q)

The number of hydrogen molecules produced is thicetthe number of oxygen
molecules. Assuming equal temperature and presurdoth gases, the produced
hydrogen gas has therefore twice the volume optbduced oxygen gas. The number of
electrons pushed through the water is twice thebmurof generated hydrogen molecules
and four times the number of generated oxygen mtdsc

Decomposition of pure water into hydrogen and oxyge standard temperature
and pressure is not favorable in thermodynamicahge Thus, the standard potential of
the water electrolysis cell is -1.23 V at 25 °Qkt0 (H' = 1.0 M). It is also -1.23 V at
25 °C at pH 7 (M= 1.0x10" M) based on the Nernst equation.

The negative voltage indicates the Gibbs free gnégelectrolysis of water is
greater than zero for these reactions. This cafolred using the\G = -n F E equation
from chemical kinetics, wheneis the moles of electrons afdis the Faraday constant.
The reaction cannot occur without adding necessamsrgy, usually supplied by an

external electrical power source.
2.2.7 Electric proprieties of ITO material

Apart from its conductive property, indium-tin orid(ITO) has many other
advantages such as high optical transmittanceeirvigible and near-IR region, a robust
chemically and mechanically nature, it can be gamitterned and has excellent adhesion
property to many substrates (Moore, 2006).

Before testing the behavior of the living cells tre ITO surface in buffer
solutions (17 or 1.7 mM), an electrochemical chemézation of this substrate, was
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required, (we employed 3 electrodes setup — FithA). We used cyclic voltammetry
measurements for the characterization of ITO sedd4€ig. 2.15B, in 1.7 mM phosphate
sucrose buffer solution) with a scanning speeddain¥/s.

We obtained 3 potential (current) domains: belo@.*+ V/Ag,AgCl, the current
(faradaic current) increases exponentially becaiseater reduction forming negative
hydroxyl ions OH between -0.1 and +0.8 V/Ag,AgCl, the -current ramea
approximately constant and very low (0.5 pA, capaeicurrent); at more than 0.8
V/Ag,AgCl, the current increases exponentially hesesaof water oxidation, resulting in
the formation of positive ¥0" ions (faradaic current, Fig. 2.15B).

The quantity of produced charged ions (protonsdioated to a water molecule -
HsO" or hydroxyl ions, OHrespectively) is directly proportional to the @nt intensity
and to the duration of the current delivery (faiadeurrent); for ITO, the capacitive
current, due to material polarization, is much leggortant than the faradaic one (see Fig.
2.15B).

0457 gE03
0.4 6E03 N .
Pt (Aux Ag/AgCI (Ref) 035 ,e0s - }
039 ,Eo3 . »
< 0.25 9 4 g+00 e ;‘
é 0.2 0 02040608 1 121416 :
buffer = g
—+ solution:
ITO (W)
A B V (V)

Fig. 2.15A. Experimental setups for electrochemical charaetdon of ITO-glass surface as
working electrode (W)B. Cyclic voltammetric curve obtained in 1.7 mM ppbate sucrose
buffer solution (v = 50 mV/s); the insert presethis magnified [0.2 V-1.6V] window. The thick
black line from the inset delimitate the capacitiverent.

However, ITO is reduced and suffers an importanteriteration when the
negative potential falls below -1.5 V/Ag,AgClI fod 3, (- 1.5 mC).

Since, during pulse application, the protons orrbygl ions accumulate at the
surface, we measured the zeta potential of an Oi@&ce in 10 mM KCI at different pH
(Fig. 2.16).
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At the surface of an oxide material, charged spedepend on the pH. When the
latter varies, the surface charge density changes positive to negative or vice versa.
The pH corresponding to a neutral or zero-chargefdee is defined as the point of zero
charge (p.z.c.). It can be found immediately thet p.z.c. of ITO surface is 4.45 (Fig.
2.16). This experimental value fits with the repdrivalues in literature in the interval [3;
4.7] (Tobias, 2002).

2.2.8 Interactions between two charged patrticles: D/O theory. Applications to the

situation: one charged patrticle and a charged surfee

The total energy interaction between two parti¢es which are electrostatically
stabile, is the combination of van der Waals atimac(®,) and electrostatic repulsion
(PR):

D =Dy + Dy Eq. 2.47

Interactions between particles are complex. Onehef interactions between
particles is directly associated with the surfaloarge and the electric potential adjacent
to the interface. The electrostatic repulsion betwevo particles arises from the electric
surface charges, which are attenuated to a vaxthteby the double layers. When two
particles are far apart, the double layers do nairlap and electrostatic repulsion
between two particles is zero. However, when twdigas approach each other, the

double layers overlap and a repulsive force deweldm electrostatic repulsion between

77



two spherical particles of the different radiug §ndr;) and the same surface charge, is
given by (Hiemenz, 1997):

DR = 4TTE, & (Nralritrs) O exp(kS) Eq. 2.48
where®y is the surface potentiat,is given by Eq. 2.24 an8is the particles separation
distance (see Fig. 2. 17).

In approximation Debye-Huckel (small surface patdatd, < 50/z mV at 25°C),
for a spherical particle of radius near a flat surface (frace = ), the electrostatic
repulsion is given by:
surtace gy particle axp(« S) Eq. 2.49

with the same symbolisms like above.

Or=4T118 6 D

When particles are small, typically micrometric less, and are dispersed in a
solvent, van der Waals attraction force and Brownmotion play important roles,
whereas the influence of gravity becomes negligiden der Waals force is a weak force
and becomes significant only at a very short dista@). Brownian motion ensures the
particles colliding with each other at all timeshel combination of van der Waals
attraction force and Brownian motion would resulthe formation of agglomeration of
the particles.

Van der Waals interaction between two particleshs sum of the molecular
interaction in the surrounding medium such as salvitegration of all the van der
Waals interactions between two molecules over twbescal particles of radiug,
separated by a distanc§ gives the total interaction energy or attractjpotential
(Hiemenz, 1997).

Dp = - AI6 {20%/(SP+4rS) + 2f/(SP+4rS+4F) + In[(S+4rS)/(S+4rS+4F)]} Eq. 2.50

where the negative sign represents the attractzuare of the interaction between two
particles, and is a constant termdtle Hamaker constanivhich has a magnitude in the
order of 10°° to 10?°J, and depends on the polarization propertiesefrtblecules in the
two particles and on the medium which separatas.the

Equation 2.50 can be simplified under various bampaonditions. For example,
when the separation distance between two equal sizieerical particles are significantly
smaller than the particle radius, i.e., S/r << kjmaple expression of the van der Waals

interaction energy is obtained:
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®a=-ATr/12S Eq. 2.51
In the case of two spheres with different radrgs(dr,) one obtains:
Da =-Anrf((ritr) 6 S) Eq. 2.52
The van der Waals interaction energy between twhicpes is different from that
between two flat surfaces. Furthermore, it showddnbted that the interaction between
two atoms @ 0 S°) are significantly different from that between tparticles.
The van der Waals interaction ener@yu) and attraction force (F) for a sphere
with a radiug near a planar surface(face= ), as shown in Figure 2.17A, is given by:
®p = -A231/6S and F=As1/6S Eq. 2.53
where A»; is the Hamaker constant for substances “I” (sphared “2” (glass) in
presence of medium “3” (for example, water) & the separation distance between
spherical particle and surface (Israelachvili, 199e attraction force dependence on

distance for a cell of radius r = 5:36n and densitp = 1.0665 g/crh(like Dictyostelium

amoebae; Fukui, 2000) near a glass surfagg; (A10%° J), in aqueous solution, is drawn
in Figure 2.17B.

1.E+03

9.E+02 A
~ 8.E+02 A
Z  7E+02 -
gt 6.E+02
[ .
— 5.E+02
N—
LL 4.E+02 1
3.E+02 -
2.E+02
1.E+02
0.E+00 T T :
0 5 10 15 20
A B S (nm)

Fig. 2.17A. Schematics of a particle near a flat surfa&eAttraction force (F) estimation for a
cell (r = 5 1 m) near a glass surface in aqueous solution velistance separation (S).

For a distanc& = 100 nm, the attraction force betweebDiatyosteliumcell and a
glass surface is 5.3-1ON, which is negligible comparatively with the apget gravity
(3-10"N).

Although the nature of the attraction energy betweo particles is the same as

that between two molecules, integration of all thieraction between molecules from
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two particles and from medium results in a veryadd@nt dependence of the force on the
distance between particles. The attraction ford¢esdsen two particles decays very slowly
and extends over distances of nanometers. As dt r@siarrier potential must be
developed to prevent agglomeration. Two methods vaidely applied to prevent
agglomeration of particles: electrostatic repulsaon steric exclusion.

The electrostatic stabilization of particles inus@ension is successfully described

by the DLVO theory, named after Derjaguin, Landderwey, and Overbeek (Overbeek,
1984). The interaction between two particles inuspgnsion is considered as the
combination of the van der Waals attraction potdratnd the electric repulsion potential.
There are some important assumptions in the DL\&Drth
- Infinite flat solid surface, uniform surface chardensity and no re-distribution of
surface charge, i.e., the surface electric potergimains constant.
- No change of concentration profiles of both cewibns and surface charge
determining ions, i.e., the electric potential remaunchanged and solvent exerts
influences via dielectric constant only, i.e., feemical reactions between the particles
and solvent.

It is very clear that some of the assumptions ardrbm the real picture of two
particles dispersed in a suspension. For exanpdesurface of particles is not infinitely
flat, and the surface charge density is most likelghange when two charged particles
get very close to each other. However, in spiteéhef assumptions, the DLVO theory
works very well in explaining the interactions beem two approaching particles, which
are electrically charged, and thus is widely ace@ph the research community of
colloidal science.

At a distance far from the solid surface, both tfem der Waals attraction
potential and the electrostatic repulsion poterigatl to zero. Near the surface is a deep
minimum in the potential energy produced by van \dkals attraction. A maximum is
located a little further away from the surfacetteselectric repulsion potential dominates
the van der Waals attraction potengidlemenz, 199y (Fig. 2.18).
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Fig. 2.18 van der Waals
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The maximum is also known as repulsive barriethédf barrier is greater than ~10

KT, wherek is the Boltzmann constant, the collisions of twartigles produced by
Brownian motion will not overcome the barrier arghjwmeration will not occur. Since
the electric potential is dependent on the conaéintr and valence state of counter-ions
and the van der Waals attraction potential is atrimmependent of the concentration and
valence state of counter-ions, the overall poténta strongly influenced by the

concentration and valence state of counter-ions.
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An increase in concentration and valence stateoohter-ions results in a faster
decay of the electric potential as schematicallysitated in Fig 2.19 (Overbeek, 1984).
As a result, the repulsive barrier is reduced &m@aosition is pushed towards the particle
surface. The secondary minimum observed in Fig.&518ot necessary to exist in all
situations, and it is present only when the corredioh of counter-ions is high enough. If
a secondary minimum is established, particlesyikslsociate with each other and form a
colloid fluid, which is known as flocculation.

2.2.9 Model of cell attachment to charged surfacess a function of ionic

concentration

This kinetic model is based upon the observaticat tell spreading is an
irreversible process. When cells are able to rdhehsurface, so that a small visible
contact is formed (about 4 |fnthis contact extends and the cell spreads. Tineber of
cells spreading as a function of time is thus gibgm first order equation:
dN/dt=k(Ny-N) Eq 2.54
The number of cells spreading at a given salt aumagon is determined aftar =10
minutes, which is much longer than the sedimematime of the cells (about 1 minute).
The fraction of cells attached to the surface issthinked tok, the rate of formation of
cell-surface contact for a cell levitating at ab®Q0 nm over the surface.

N(t)/ Np=l-exd- kt) Eq 2.55
We assume that the rate of formation of cell-swfaontact is thermally activated
(Decave, 2003; Garrivier, 2002; Bell, 1984):

k=koexp|-AG" /kgT) Eq 2.56
whereky is an intrinsic collision frequency between thdl oceembrane and the surface,
AG* is the energy of the activation barrier to owene to form a stable cell-surface
contact, andkgT, the Boltzman thermal energy term. The potentiaérgy of this

interaction is maximal at a cell-surface distadcand the difference between this value

and the minimum at longer distances constitutesithigation barrier.
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AG* is given by the DLVO theory (Atkins, 2006) andpends on the ionic concentration.
It can be written as the sum of a term representiagelectrostatic repulsioAGg, a term
representing the activation energy at large ionigccentrationsAG*p, when electrostatic
repulsion is negligible and a term representing gtan Waals attraction potentiaba,
which also could be neglected for distances gthagn 2.5 nm nanometers (Evans, 1995;
see also fig. 2.19). For simplicity, we assume that cell is round (radius r) and the

surface is planar, and that both have identicdasarpotentiatp.

AG" = AGg= 4TE e, rd3e <d=U e« Eq 2.57
whereg, ande; are the vacuum and relative dielectric constantixd the Debye length.
Ug/e is the electrostatic energy at the Debye lengittre Debye length is inversely
proportional to the square root of the ionic sttnghe latter being proportional to the
salt concentration:

kd=bdc?® Eq 2.58
where C is the salt concentration. For monovalent salts; .31 nm'M ™ and for
divalent ones b = 0.54 v, with d in nm. From equations 2.24-2.28, it fol®what
the fraction of cells attached to the surface dfteminutes is given by:

N/ N0=:L—exp(—aexp(—cr—:'bdca5 ) Eq 2.59

where a = kt exp(AG*o/ksgT) and ¢ = WJ/KgT.

The association rate of firm cell-surface contaotmfation k depends on the salt
concentration as:

k=alTt exp{— oa_bdco'sj Eq 2.60

2
The curve relating k to C is sigmoidal. For C § € [(bd)'lln(c'llnlo)] , the

_ _ 2
association rate is less than 10% of its maximum.Gt< C < G = [(bd) 1In(c Yn 2)] ,

the association rate increases almost linearly Withand for C > g it tends to a

maximum value.
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Chapter Il Results

3.1 Unsynchronized adhesions
3.1.1 Dynamics of cell-substrate contact areas dung spreading and motility
Recall of thesis work of S. Keller

Before a cell adheres on a surface, it has to maakest contact point with the
substrate. A few seconds after, a significant a@hesion area is visible and cells start to
extend pseudopods in one or several directionsugession of pseudopods follows,
resulting in an anisotropic increase in cell-sudisticontact area. After about one minute,
the cell starts retracting part of its contact afgathis point, pseudopods still extend but
their growth rate decreases to match the retraetobivity. Once a balance betwegain
(area increasedpndloss (retracted areagareas is reached, spreading is over and cells
start to move on the surface in a given directfeig 8.1).

Globally, Dictyosteliumcells spread fast (1-2 min), in an anisotropic nenA
representative example of cell spreading on a gladace in SB (Sorensen buffer — see

Materials and Methods), is shown in Fig. 3.1.

t=C t =24¢ t =48:¢

t=72¢ t =96¢

0SS ™ _ 120

Fig. 3.1RICM images of dictyosteliumcell spreading on a glass surface in the preseihse0
UM CaC}. After full spreading, the cell starts moving imetdirection indicated by the black
arrow (t = 120s). The asterisk in the first and faames indicates the initial contact point. The
red arrows indicate the loss and the gain areas.
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Cells were allowed to sediment on a glass surfia&Bi and cell-substrate contact
areas were visualized by Reflection Interferencentfast Microscopy (RICM, see
Materials and Methods). Cells had various formsngated or more rounded, spread
rapidly or slowly, and reached different maximadaiexample shown for 3 cells, Fig
3.2). However, for all cells one can distinguishotateps in spreading kinetics (total
contact area as a function of time): a quasi-limeerease in contact area was followed by
a plateau phase.

For each individual cell, recording time startedewtthe cell made contact with
the substrate, corresponding to a visible areabofia2 pm. For the cell of Figure 3.1,
after the initial contact, cell-substrate contagtaamainly increased in a single direction
for about 60 sec, then a new spreading directigreans at 90° from the first one. At the
same moment, the cell started retracting its indtmtact area. Maximum cell-substrate
contact area was reached at 100 sec (generaljvérage is 110 pfhand from that time,

cell-substrate contact dynamics resulted in nétnsevement.

300 -
250 1
200 1
150 -
100 1 2
50 1

0

contact area A (um2)

0 30 60 90 120 150 180
time (sec)
Fig. 3.2lllustrative examples dbictyosteliumform variability during spreading
A: Composite picture showing in increasing greyscttie area gained by the cells during 24 s at

time intervals of 3 seconds. B: Spreading kinedicéhe three cells shown in A: total contact area
as a function of time.
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Cells need actin polymerization for spreading

Chamaraux derived a very general expression, da@sgricell spreading
(Chamareaux, 2005) (Eq.3.1):

A(t) = A axtanh@t), wherea is a characteristic spreading time constant Eg. 3

The hypothesis underlying this model is the contblell spreading by actin
polymerization, following two antagonist processeg: stimulation of actin
polymerization through a cell-substrate contactioedl signaling. ii) initiation of actin
depolymerization by membrane tension, which inaeagith the contact area.

Cell spreading requires actin cytoskeleton remadelirhis is clearly shown by
adding latrunculin A (3uM), a drug that promotesiratilament depolymerization. This
drug strongly decreases the initial spreadingDofdiscoideumcells and makes that

contact surface round (Fig.3.3).

Fig. 3.3RICM image of contact area of a cell in SB
o +3 UM Lantraculine on glass; the bar scale is 2 pm

Equation 3.1 contains two parameters;,A(nT), the maximum area observed
between the cell and the substrate, an¢s"), the characteristic spreading time. This
equation was used to fit the spreading kineticswshin Fig. 3.4 (Awax = 201 + 6 iy a
= 0.0115 + 0.0007Y. The global shape of the spreading kinetics igdnd agreement
with the model’s prediction. However, in detailxperimental data sometimes vary
significantly from the model curve, exhibiting ahatively faster and slower spreading
events. In order to characterize better the dewfilshe kinetics, cell-substrate area

variations was decomposé@do gain and loss zonéBache, 2005).

—~ 200
% Fig. 3.4 Spreading kinetics
=150 1 of the cell shown in Fig. 3.1:
< ’ total contact area as a
£ 100 4 function of time (black
B points). The solid line is a fit
*E 50 1 of the experimental data with
8 . . . Eq. 3.1.

0 30 80 90 120

time (sec)
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Protrusion and retraction zones were defined asatba gained or lost over a 3
seconds time interval. Fig. 3.5A shows the areasedaduring 20 seconds intervals for
the considered cell. Protrusive and retractilevitizs (unf/sec) for the cell shown in Fig.

3.1 were plotted as a function of time in Fig.3.5B.

T
‘TU 6
b 5
oL 4
53
T 2
< 1
0

0 30 60 90 120
time (sec)
A B

Fig. 3.5 A. Composite picture showing in increasing greysttadearea gained by the cell shown
in Fig 1, during successive time intervals for 2Ztse initial contact area appears in white.
B. Dynamics of cell-surface contact areas duringaping of the cell: gained area (thin line) and
lost area (thick line) as a function of time. Arfueads point to significant protrusion peaks.

As the cell reached the substrate, only protrusiotivity was detectable, and
retractions started only at 55 seconds. The endpofading and the transition from
spreading to motility corresponds to the momentrwhmtrusion and retraction curves
first cross. From the above figure, it is obvionattprotrusive activity was not steady, but
exhibited large peaks.

Plotting the time occurrence of successive sigaifiqrotrusion peaks reveals that

they appear regularly. For the cell under studg mhean perioddt was about 11.5

seconds (Fig. 3.6).
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190 - Fig. 3.6 Time occurrence of
= 100 - successive peaks in the
2 an - kinetics of gained area
@ g A shown in Fig. 3.5. The
= ap - distribution can be linearly

20 1 fitted, defining an average

0 period of 11.5 s.
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Keller studied a set of 15 cells spreading on agkurface. For a given cell, a
characteristic periodl was determined by averagidiy This period does not significantly
vary from cell to cell (<T> = 10.68+1.9 s), whiclhaws that most variation indeed
originates from intrinsic fluctuation of cell actiy.

Furthermore, oscillations in protrusion activityearearly visible. Quantitatively,
the first maximum in the protrusion curve does aygpear randomly, but occurs at 6.24 +
2.64 seconds after cell-substrate contact. Thertanty in the position of the first peak
is due to the lack of precision in the determimatod the initial time of contact with the
substrate, since it corresponds to very small aréasrefore, the contact with the
substrate could trigger the first protrusion peak.

The uncertainty in the onset of spreading generptease differences between
cells that mask their common behavior. In ordephase cell contributions together, one
can shift individual cell protrusion kinetics alotigme so that the first maximum occurrs
at 6 seconds upon cell-substrate contact. Thisipipasocedure clearly increased the size
of the oscillations seen on average protrusiontkia€Fig. 3.7), supporting the existence
of a common 10.8 seconds period.

Fig. 3.7 Average of normalized gain
protrusions and loss kinetics after alignment of
kinetics on the first peak of gain
activity (set at 6 s). The statistical
error is 0.0022°S The averaged time
interval between the 6 first peaks is

. retractions 10.8 + 2.0 s for 15 cells.
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Oscillating protrusion activity is molecularly den by actin polymerization. We
therefore extended the work of S. Keller by momitgr the kinetics of actin

polymerization near the surface that accompanie=agmng.

3.1.2 Cyclic actin polymerisation activity during @Il adhesion in SB

In order to verify the oscillating character ofiagolymerization, epifluorescence
microscopy was employed. LImE-GFP cells were usedl@iorescent tracking of actin
polymerization in SB. Here, we used a fluorescamsion of Lim protein (a GFP fusion
construct with a fragment of LimE, LImE-GFP) to plsy and to measure the actin
dynamics in Dictyostelium.

In time course of the cell spreading LimE — GFPofescence appeared and
disappeared locally (Fig. 3.8). We named these tdived localized activities

fluorescence eventsThey indicated a local actin polymerization felled by a

depolymerization.

Fig. 3.8 Examples of LimE**-GFP
fluorescence events duringiactyosteliumcell
spreading on a glass surface. A and B,
chronological images during cell
sedimentation, one can observe the cell
approaching to the surface; C, the red arrow
point a zone with an increased fluorescence; in
the same place the fluorescence will reach a
maximum (D) and will decreases (E) until its
total evanescence (F); in the same time in the
other zones, an increase of fluorescence
activities take place (F, green and yellow
arrows). The intensity of fluorescent zones
which are not pointed out by arrows were
under the threshold established by us or were
not localized at the cell edges (see Materials
and Methods).

Focusing at glass surface, the first observed délsment event (Fig. 3.8 and Fig.
3.9 —att = 202 s) indicated that the cell adhesias already occurred. We do not know
with exactitude when and where at the surfacefitsiecontact point had taken place and
if it coincides in time with the maxima of fluoreste event or in space with the event
localization. Nevertheless, successive fluoresegahts less or more regularly spaced in

time were observed, indicating oscillating actitiaty.
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Fig. 3.9LimE*°"-GFP fluorescence images obictyosteliumcell spreading on a glass
surface. Arrows point to regions of significantiagiolymerization (Event-f£ At t = 214s, upper
inset: brightness and contrast are changed to eahae visibility of actin foci; lower inset: the
position of individual actin foci is denoted by $moThe fluorescent zones which are not pointed
by arrows are under the established intensity Hlmesor do not occur at the cell edges — e.g. red
arrow (see Materials and Methods).

We employed the following technique for identifyitige actin polymerization
events: every fluorescent zone was quantified iddadly and they were plotted in the
same graph using different colors, which alloweshitfying individual events (Fig. 3.10).
There are events that occur frequently at the danee The events (Eare identifiable to

the maxima of fluorescence observed in the imaf€&syo 3.9.
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Fig. 3.10Individual fluorescence in regions of significahidrescence reinforcement;)Efor

the cell shown in Fig. 3.9. For sake of claritygamlings corresponding to different regions are
coloured differently. Green arrow correspond toeaant seen in two images taken at 246s and
256 s shown in Fig. 3.9, and red arrow points anewhich not occurs at the cell edge.
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The first event (B) corresponds to the first fluorescence maxima witencell
began to contact the surface under gravity. Therdélscence activity is later reinforced
approximately in the same zone, inducing the pmseaf two successive actin
polymerization events only spaced in time.

Individual events often — but not always - matcharges in cell protrusion
direction. This is especially obvious for cells ending successive protrusions in
different directions. Since actin polymerizationximaa that are located in different areas
of the cells appear simultaneously (see Fig 3.9 atf, for example, £E,), one can
infers that the actin cytoskeleton is organizedaglly.

It can be noticed that an oscillating process dihgaolymerization occurs. This
pulsatory process suggests that the first contartt pvith the substrate triggers actin
polymerization that could deform the cell membraared lead to the formation of
successive contact points.

The time of occurrence of the maxima of the peagpearing in Fig. 3.10
(without those pointed by the red arrow) was pbbtegainst the corresponding peak
number, considering the first event (Event0) asdtgin. Thus, for the studied cell, we
obtain the following representation of fluorescemixima events number versus time
(Fig. 3.11):

90 -

y=8.1527x+ 3.76 .
801 RP=0.9844
70 7 Fig. 3.11 Time occurrence
60 of successive peaks during
cell adhesion in SB; the
g 50 distribution was linearly
= 40 A fitted, defining an average
30 | period of 8 s
20 |
10
O T T T T T
0 2 4 6 8 10

Event Number

We also can define an average period of maximardigoa
From a group ofl8 studied cells14 cells (78%) exhibit 6 or more, fluorescent

event peaks within 65 s after the apparition of ftret peak and! cells had less than 6
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peaks after the apparition of the first peak. Far tells that had 6 or more fluorescent
event peaks, the time interval between the maxiaa 4+11 seconds (Fig. 3.12A). The
probability of an event apparition after the fiestent (), is another important parameter.
Every probability was calculated by counting théscthat having a maximum in a given

one-second interval, divided by the total numbearwdlyzed cellsi4 cells) (Fig. 3.12B).
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Fig. 3.12(A) Histogram of time intervals between adjacent pedksmE**"-GFP fluorescence
reinforcement. For all cells, the first peak istget = 0 s. The solid line represents the besiffit
the experimental data with a normal distributid®) Frequency of appearance of Lifi-GFP
fluorescence peaks, after the first peak, for Mividual cells as a function of time. The data
were expressed as probability of appearance ofilaper cell and per second.

Analysis of Fig. 3.12B shows that the probabifity the second polymerization
event to appear, for all the cells, between 10thEkth seconds after the apparition of the
first event (), was approximately 0.6%sell. If we integrate over a 3 seconds window,
72% of the cells would have the second peak betBesrd 11 seconds after the first one.
Moreover, the probability that the cells have thpeaks of activity at 9.5t1 s, 22+1 s and
31+1 s is higher than 0.2.

3.1.3 Cells that contact the surface under the acin of gravity are not synchronized

In this experiment, the cells were not synchronibedause they undertook the
action of gravity, thus they were making the ficsintact points with the substrate at
different times (Fig. 3.13). Moreover, the timefoét contact with the surfacegtwas

not precisely known.
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Fig. 3.13Sequence of RICM images with the A%ells sedimentation on glass surface under the
action of gravity.

We denote here thasynchronyas the time difference between the moments at
which the first and the last cell arriving on therface started spreading. For the

experiment shown in Fig. 3.13 asynchrony was 369 s.

A biochemical analysis would be profitable if artiencell population (minimum
of one million cells) would make the first contguint with a surface at the same time,

starting the actin polymerization process in a byogized way.

Conclusions:

We have shown in this subchapter tBattyosteliumcells spread using a periodic
protrusion activity. Moreover, the actin polymetipa, which drives membrane
protrusions, is also oscillatory with almost thenggperiod.

In the next subchapter, we will analyze the efigfican applied potential on the
cells deposited on a conductive material, aimingyochronize their spreading on the

surface.
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3.2 Electric field influence on adherent cells
3.2.1 Influence of the electric field on the celldeposited on the ITO material
Introduction

It is well known thatDictyostelium discoideuradheres to all kinds of treated or
non-treated materials or substrates, in differarffelbs and in a wide range of buffer
concentrations. We first used indium tin oxide (I$@e Material and Methods) covered
glass to test cell adherence in standard conditoiswithout the use of external current
source. Thus, in 17 mM SB (SB - Sorensen buffez, Material and Methods) and 1.7
mM phosphate sucrose buffer, cells falling undexr #ction of gravity (G) adhere in
identical way on both glass surface and ITO sutes{fag. 3.14).

At the ionic strength of | = 24 mM and even less, 2.4 mM, the electrostatic
repulsive force Ke) between the negative groups of the cell membeantkethe negative
charges of ITO oxides (Fig.3.15), appearing on ghdace in contact with the buffer
solution, is not sufficient to inhibit cell surfacentact and spreading. Moreover, there is
an attractive potential that can be taken into ic@mation (Evans, 1995), especially for
small distances from the surfaces (less than 2)sse@ DLVO theory (Overbeek, 1984).

The apparent gravity forceGa = G - Fa) on aD. discoideumcell can be
estimated from its volume (500 fL), its density0@65 g/cm) (Fukui, 2000) and taking
into account the Archimedes forceFa), to be 0.3 pN (Ga =Ap-g-V =
0.066-1000-10-500-1®= 0.3-10** N).

Fa
Cell
 —
Cell
+-+-+-+-+-+- 17mMor
-+ -+ -+ -+ 4+ -+ 17TMM
— — — ITd ITO

Fig 3.14 Schematic way of cell spreading; the electrostegjgulsion don't prevent the cell
adhesionfa - Archimedes forcef. - electrostatic repulsive forcg, — gravity.
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Surface charge

9] OH 0 OH OH o O o) O OH
Dray ITO surface ITO surface in SB
A B

Fig. 3.15(A) Schematic distribution of the chemical surfaceugs on a dry ITO surfaceB)
charge surface groups formation after the surfaceérsion in electrolyte

Thus, if cells adhesion has to be prevented, alsiguforce of at least 0.3 pN

must be applied.

Influence of positive potentials

In order to determine the influence of an imposeditpre potential (current) on
the cell activity, in 17 mM buffer solution (SB),ewfirst employed the setup with 3
electrodes (see Materials and Methodxktyostelium discoideurcells were introduced
in the electrochemical chamber (see Fig. 3.16A3Band after the cells had adhered to
the surface, a potential was applied at the IT@asar In all experiments, involving SB
solution, we did not observed any effects on thks cactivity, even for the highest
potentials applied at the ITO surface.

It is very well known (see Materials and Methodsgttthe ionic screening effect
is decreasing with the decrease of the ionic stren@®ebye radius is inversely
proportional to the ionic strength). In view of see we diluted ten times the buffer
solution obtaining a 1.7 mM phosphate sucrose busfdution (see Materials and
Methods).

All the results presented here were obtained fomiM phosphate sucrose buffer.

The first important result was the observation tivhen a minimal potential of
+1.5 V/Ag, AgCl (1 = 10° mA for 20 s) was applied, the cell membrane bechraek
(Fig. 3.16B, black arrow) as observed by RICM (84aterial and Methods). Given
RICM interferential laws we attributed this phenome to a close contact between cell

membrane and the ITO surface, which could suggeatteaction phenomenon.
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Moreover, during the potential application and ewdter, the contact surface
decreased and became round. Moreover, the frequemtythe number of protrusions
were drastically diminished or even stopped foefanite period impairment or delay of
dynamic activitysee also Table 3.1Recovery timés defined like the period between the
end of the electrical pulse and the moment whenc#lis revival their initial dynamic
activity. The dynamic activity impairment is sholwyg RICM images for a 1V potential
pulse during 60 s (Fig. 3.16C) and by Phase Cdn(R(S) images after 60 s for a 2V
pulse application (60 s) (Fig. 3.16E).

ov O0s 0V 10s 0V 20s 1V 30s 1V 80s OV  140s

<«

C Electrical Pulse

Fig. 3.16 Successive images (A, B) showing the close corftatsteen the membrane and the
surface; (C) RICM images of a cell showing the deta cellular activity whenlV potential
pulse during 60 s is applied (the arrows indicate the imgwsense; double arrow indicate a
stagnation); (D) and (E): successive phase contPiS} images before and after 60 s for a 2V
pulse application (60 s)

We summarize the results of the experiments intafabes. The first one (Table
3.1) shows the cellular responses as a functioalexdftrochemical parameters when a

positive potential was imposed, in 1.7 mM phosplatgose buffer.
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Table 3.1. Cellular response as a function of posie potentials at the ITO substrate

1 2 3 4 \ 5
Imposed Measured| Calculatéd Observations

Potential (V/Ag, Current Minimal Attractive Cellular dynamics

AgCl) and timg average pH value | electrostatic and motility

of application| intensity effect

(s) (mA) Attraction

Max:+++

1 +2.5(29) +4*10 3.1 4+ no delay of activity
2 +2 (60 s) +3*10 3.4 ++ activity stopped

cells remain glued
on the surface

3 +1.5 (20 s) +5*19 4.4 + delay of activity,
recovery after 150 s

4 +1 (60 s) +1.5*10 4.7 no effect | delay of activity,
recovery after 60 s

5 +1 (30 ) +1.5*10 4.85 no effect | delay of activity,
recovery after 17 s

6 +0.8 (120 s) +5*10 5 no effect | limit of delay of
activity

The minimal pH value reached during the potentials@ was calculated by
Comsol simulation taking into account the diffusiohthe generated protons (D =10
cm/<) but not considering the proton or hydroxyl migwatin the created electric field
(their concentration is lower than that of the sattomposing the buffer). After
application of the potential, the proton productiestopped and the system homogenizes
by diffusion.

It can be observed that minimum value of the padéfdr which an effect on the
cell’s activity can be observed (Line 5) correspotal pH = 4.85, which is close to the
p.z.c of ITO surface.

If we compare lines 2-6, we observe that recovame tof cellular activity
increases with the decrease of the minimum pH va&aeshort duration time of potential
pulse (line 1), we notice that even for lower pH (sgher protons concentration), no sign
of cellular dynamics impairment was observed. Care @educe that a longer exposure to
an acidic pH affects cell activity more important(yfhe activity can be stopped

definitively, see line 2).
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If we compare now column 1 and 4 one can noticetteamembrane attraction to
the surface increases with the value of the impgsedntial. Regarding the calculated
pH values, we can notice that the attraction fonceease correlates with an increase of
the maximal concentration of produced positive igmotons). Thus, we suggest two
factors who could contribute to this phenomenontg negative charges of ITO surface
(pH depending, see fig. 2.16) and cell membranenautralized by the produced protons
during the application of the positive potentidle repulsive force being diminished the
cells could contact the surface. 2) The secondofatbkes into account the
electrophoresis transport of charged micropartifdesis), the cells moving in the created
electric field with much lower speed (in/s in a 1V/m electric field for a cell of J0n
in diameter (Gingell, 1976)) than lighter and marebile negative charged ions
(migration).

In conclusion, the cells seem to be attracted ersthiface if the pH value is lower

than 4.7 and seem to tolerate short (1 to 5 s}ipegotentials.

The role of calcium in cell dynamic activity

The C&" ions have an important role in the dynamic adtivt the cells, as can
be observed in the Table 3.2.

Table 3.2. Cellular response as a function of posre potentials at the substrate, in
1.7 mM phosphate sucrose buffer + 100 pM G&

1 2 3 4 \ 5
Imposed Measured Calculated Observations
Potential (V/Ag, Current | Minimal pH Attraction Cellular dynamics
AgCl) and timg average value electrostatic and motility
of application (s)| intensity effect
(mA) Max:+++
+1.5 (20s) 5*10 4.4 + no effect on the cell’s
activity
+2 (50s) 3*10 3.45 + + delay of activity,
recovery after 10 - 90
S
+2.3 (50s) 2*10 2.6 +++ activity stopped, cells
were glued on the
surface, some cells
recover after 10
minutes
+2.5 (50s) 4*10 2.3 - explosion of the cells

98



In comparison with the Table 3.1, we can notice (&umn 3 and 5, Table 3.2)
that the cells in the presence of’Care more active after a long exposure to a low pH.
Regarding the attraction force, it did not changéh W& concentration (see column 1
and 4, Table 3.1 and 3.2). We can notice thatafdH value decreases under 2.5 and the
cells were submitted to such low pH for longer tithan 50 seconds, the cell membrane
is destroyed.

Influence of the negative potentials

We have seen that positive voltage pulse inducekblang of the cell membrane.
On the contrary application of a negative poterufall VV/Ag, AgCl (I = -10° mA for 5
s) results in white spots which appeared on thiasarof the cells in the first two seconds
during the application of the negative potentiaig(F3.17B). When the potential
application time was extended to more than 60e Tadble 3.3), the cell activity was also
impaired.

Based on the RICM laws, we attribute the apparitbrthe white zones to an
uplifting of the cell membrane from the surface,ichhsuggests the apparition of a
repulsive force between cell membrane and the ITi@ase. Note that this uplifting is a

not uniform, large aria of cell membrane remainkdgig. 3.17B)

Fig 3.17 Succession of RICM images before
(A) and during (B) -1 V pulse application. In
the first second of the pulse application white
spots appeared (one of these is pointed by a
black arrow) at the membrane-surface interface

(B).

When a negative potential was applied, the celld.ihmM phosphate sucrose
buffer had different responses in function of tinget of potential application (Table 3.3).

The minimum value of potential for which we obtainan effect on the cells
dynamics was -0.5 V/Ag, AgCl, if the applicatiomg is greater than 60 seconds (line 1).

99



Table 3.3. Cellular response as a function of negaé potential at the ITO substrate

1 2 3 4 \ 5
Imposed Measured Calculated Observations
Potential (V/Ag, Current Maximal Repulsion Cellular
AgCl) and time of average pH value | electrostatic dynamics and
application (s) intensity (mA) effect motility
Max:+++
1 -0.5 (60 s) -1*108 9 no effect | delay of activity,
recovering aftern
15s
2 -1 (100 s) -1*10 10 + delay of activity,
recovering aftern
60 s
3 -1(59) -1*10° 9.6 + activity is not
affected
4 -1.3(5 ) 2.8 *18 10 ++ activity is not
affected
5 -1.5(5s) -5%1G 10.3 +++ activity is not
affected

If we look at line 2 and 3, we can notice that flee same potential and current
intensity value and for a significant differenceapiplication times we obtained the same
repulsion effect and an important delay of activitiyen the cells are exposed for a long
time to a high pH (see column 3 and 5).

The repulsion of the membrane from the surfaceelisted to the potential and
current intensity values (line 3, 4 and 5).

For potential application times of a few second$o(®b s) and if the maximal pH
value is smaller than 10.3 during the potentialliappon, no visible cellular activity
impairment was observed (see lines 3, 4 and S5nuok).

We can attribute the membrane repelling from th#ase to repulsive effect of
negative surface charges and to electrophoretaefdrelped by the rupture of adhering

bonds by alkaline pH.

Are the cells affected by the positive or negativeotential application?

In order to test the cell viability during the poti@al application on ITO surface,

experiments with IP (propidium iodide) were perfednThus, for maximal potential and
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current intensity (+2.5 V/Ag, AgCl, | = 5-TnA for 5s and -1.5 V/Ag, AgCl, | = -5- 10
mA for 30 s respectively) no damage of the membrea® observed. In both experiments,
we identified one cell among i@hat was suspected for membrane damaging, similar

percentages were found without using a potentikslepu

Can we prevent cell adhering on ITO using a negatev potential and

synchronize their spreading?

Even at the maximal value of the negative potemttath can be imposed on ITO
material (-1.5 V/Ag,AgCl for 30 s, -5-FOmA current), cells already adhering to the
surface in 17 mM or 1.7 mM phosphate buffer coudt me detached from the surface.
Sedimenting cells also adhere despite a high negpbtential which was applied on the
ITO surface. So, the accumulation of negative obsaf ITO surface (pH depending, see
fig. 2.16) being less significant, also the eleghoretic effect was not sufficient to inhibit
cell surface contact and spreading.

Thus, a new approach was taken into consideratises other conductive
materials allowed us to impose higher potentialsd (digher currents) in 1.7 mM

phosphate sucrose buffer without destroying thetsate.

3.2.2 Influence of the electric field on the cellsleposited on other conductive
materials (Ti, Au and Pt)

Titanium surface

Deposited on a thin glass surface covered withs@&e (Materials and Methods),
the cells in 1.7 mM buffer solution, were submitted+2 V/Ag, AgCl (I = 10' mA, 1
minute). Even for long exposure time (1 minute),cetl attachment was observed but a
very short delay of the cell dynamic appeared (Bi8C); we presume that in this case
all faradaic current was mainly due to the titanioxidation (the surface becomes
transparent, fig. 3.18B) involving the followingeps:
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Ti-2 < Ti?* EY=163V/SHE

Ti?t-e” < Ti®* EY= 0368V /SHE

Ti%* +H,0-¢ = TiOH®" +H* E° = 0055V /SHE

In this case, protons are produced in a fourthelessnount than when water
electrolysis occurs on the ITO surface at the spatential difference. This could explain
the absence of effect on cellular dynamics. A graell attraction effect was not
observed because of the dissolution of the titarfilmm which possibly created a natural

|

convection effect, accelerating the dissipatioproton gradient.
t=70s

t=10s
A B C

Fig. 3.18 RICM images showing the relative contrast changetnd experiment. X)
adhered cells on Ti surface at the beginning ofRe¥. pulse application (60 $B3) only after 10
s it can be observed a contrast change (backgrbeooimes brighter) without effect on the cell
dynamic C) 70 s after the pulse, the cells are apparentlgffexted by the formed protons.

When we applied in 1.7 mM phosphate sucrose bufferggative potential (-3
V/Ag, AgCl, | = -5-10" mA for 1 minute), to the titanium surface, theenzones were
pushed away from the surface (Fig. 3.19B). 60 sg#xafter the pulse onset, the cell
contact area on the substrate decreased very rinechellular edges being pushed away
from the surface (Fig. 3.19C). 30 seconds afterettne of the potential application the
cells restored their initial state and dynamicgy(R.19D). A total detachment was not
obtained. The cells did not explode despite a highent intensity. In addition, the point
of zero charge (p.z.c.) of Tis 6 (Pierre, 1998). All these suggest a high cidpa
current due to the thick porous oxide layer (Satkgi2009). Thus, less H@ns are
produced by applying a negative potential, compdmedTO. In the same time, the

electrophoretic forces acted to detach the cells.
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Fig. 3.19RICM images for
(A) before B, C) during and
(D) 30 s after the end of-8
VIAg, AgCl (I = -5-10" mA)
negative potential pulse
application on Ti surface
(contrast was modified for a
better visualization)

Platinum and gold surfaces

In order to increase the current intensity, sontobaéase the electrophoretic force,
platinum and gold surfaces were prepared (see Mkeand Methods). These materials

indeed exhibit no oxide layer in standard condgion

i V=-2000 mV; I=-1.2 mA:

A — 3
Fig. 3.20Phase contragPC)images A) before andB) during the cell explosion (ellipse); a -2
V/Ag,AgCl potential was applied on a Pt surface.

The cells were submitted to -2 V/Ag, AgCl negatpegential, (I = 1.2 mA for 1
minute). Because of the high current intensityt(plan is a catalyst for water reduction),
a large amount of HQs produced and, after only 1 minute, the adherdld exploded

(see figure 3. 21B, ellipse).
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The same explosion effect was also observed whiés were submitted to a

strongly basic NaOH 1®M solution during 1 minute.
Conclusions

Using different conductive materials (ITO, Ti, RtdaAu) we tried to detach the
adhering cells in 17 mM and 1.7 mM buffer solutimmgo impair their contact with the
surface by imposing a negative potential (currabtthe material surface while they are
falling under the gravity. Even for the highest at¢e potentials the materials or the
cells can support, we did not prevent cell adhesion

In order to synchronize cell spreading, a new agpgrowas then taken into
consideration:

- in a first step we will keep the living cells suspension at a certain distance
from the surfaced, in Fig. 3.21) by decreasing the ionic strengththa&f buffer solution
(the osmotic pressure was kept at 36 mOsm by adudliogse) and so, this will increase
the repulsive force dr

- in a second step we will induce cell contact apckading on the surface either

by increase of the ionic strength or by electrodocahmeans.

Fe

- + - + Diluted SB
+ - + -
- + - +

— — — —Io

Fig. 3.21Scheme of a levitating cell; the electrostatic tsjom prevents the cell adhesion.
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3.3 Control of cellular adhesion by changing buffecconcentration, salts nature or by

surface chemical treatment

3.3.1. Electrostatic repulsion betweed. discoideumcells and a glass surface

Introduction

In order to synchronize cell spreading, a new agpghowas taken into
consideration: to keep the living cells in suspensit a certain distance from the surface,
despite the apparent gravity JGlt is very well known that the ionic screeninfjeet
which decreases with decreasing of the ionic stren@ebye radius is inversely
proportional to the ionic strength) influence caltlhesion (Gingell, 1976, 1982;
Trommler, 1985). Wolf and Gingell (1983) studie@ thffect of dilution on unfixed red
cells pre-adherent to glass in isotonic solutiond got interferometric evidence for
spatially uneven separation on dilution. Cells tbattle at low ionic strength make
smaller and more uniform contacts with glass tharcells that initially settle at higher
ionic strength and are then subjected to dilution.

Vigeant and Ford (1997) evaluated whether the dive potential component
considered in the DLVO method could explain theersible adhesion d&. Coli bacteria
to the glass surface. They did not find quantigatthanges with ionic strength for either
the tendencies of individual bacteria to approd&ehdurface or the overall times bacteria
spent near the surface but, they did observedtiigatiameters of the circles which the
smooth-swimming bacteria traced out on the glagseased in low ionic strength
solution.

According to these results, decreasing the iomength of the buffer solution (the
osmotic pressure being kept at 36 mOsm by addiogysa), could increase the repulsion
force (R) and then equilibrate the apparent gravity avamgdistancel (Fig. 3.22).

The strength of ionic interaction forces in solatdepends on the surface charge
density and on the Debye radius (or Debye distaride first one depends on pH for the
oxide materials and the second one depends oorieedoncentration of the solution and

on the nature of ions, at a given temperature.
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+ - + - Diluted SB
d - + - +

+ - + -

- + - +

I e

Fig. 3.22Scheme of a levitating cell; the electrostatic isjom prevents the cell adhesids; =
G- F.

Dilution effect on Dictyostelium cells

D. discoideumcells exhibit a negative charge in a physiologisalutionie a
phosphate buffer (SB, see Materials and Methods).

It is known that glass surfaces are also negatiwbigrged (20). In order to
quantify these surface charges we measured thepogtatial for the living cells and
different surfaces in SB solution (Table 3.4). T4e#a potentials for the surfaces were
deduced from the measurements of the streamingedte(see Materials and Methods).
Although the method does not apply to conductivéases, our ITO material is a doped
semiconductor with a resistance of Qm, for which zeta potential measurements in

102 M 1: 1 electrolyte solution reflect the real vadueith a good accuracy.

Table 3.4Zeta potential of different substrates and forBbhetyosteliumcells in SB (pH

= 6.13)
Substrate PMMA APTES| Glass NaOH | ITO | Active | Latrunculin-
Treated cells | treated cells
Glass
Zeta -3243 +1+2 -2045 -31+4 -16+4  -1743 -18+2
Potential (mV)

The glass surfaces treated with aminopropyltriegsdane (APTES) have a
positive zeta potential which can be explained bg &pparition on the surface of

ammonium cations (R-N§J) in contact with the electrolyte. The ITO materdaid the
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borosilicate glass have approximatively the sangatine zeta potential, thus the same
negative surface charge due to hydroxyl groups HR-@nhich in contact with an
electrolyte form negative groups (R)@n equilibrium with the solution (pH depending).
A chemical treatment of the glass substrate wittODNal4.5 M for 5 minutes (see
Materials and Methods) increases the number ofasarfhydroxyl groups. The
polymethylmethacrylate (PMMA), the reference matiem this method, exhibited the
grater negative zeta potential.

In view of varying the electrostatic repulsion beem the cell membrane and the
surface, we first studied the effect of salt coricdion, giving that the ionic screening
effect decreases with the decrease of ionic stegte latter depends both on the ionic
ratio of the salt and on its concentration (Gindpell 1982). We used sucrose to maintain
a constant osmotic pressure (Materials and Methods)

Phase Contrast was used to localize cells and dRiefteInterference Contrast
Microscopy (RICM) to monitor their relative positido the glass surface.

On a glass coverslip, in 17 mM phosphate buffetaiomg mainly monovalent
KH2PQO,, all cells adhered to the surface (Fig.3.23A)cdh be observed that they are
surrounded by a bright fringe (inset of Fig. 3.284jnted by arrow)

At 0.17 mM phosphate concentration, we observedptiesence of round spots
that are brighter than the grey background and hwhie surrounded by a dark fringe
(inset of Fig. 3.23B and cellfrom Fig. 3.23C). Such effects suggest the presehcell
membranes at a minimum distance of 100 nm fromstivéace (impair multiple of a
quarter of the wavelength of the incident lightided by the refractive index of
cytoplasm, see Material and Methods). The briglatspvere not fixed which indicate
that the cells were submitted to Brownian motion{ bn average, they remained on
definite location and at definite distance from whaface. These cells can be easily
displaced by moving the experimental setup or argat small turbulence in the medium.

The brightness of these spots continuously charg#dieen gray and white,
showing that no adhesion takes place. Althouglhcéts remained near the surface, they
did not succeed to start the adhesion process. Wdemreasing five times the
concentration of the 0.17 mM buffer solution, weadhed a different RICM image for

the levitating cells, which is now darker than grey background (cef in Fig. 3.23C).
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When decreasing ten times the concentration of0th& mM buffer solution, RICM

image (cell3) shows the almost the same optical characterilstiesnitially.

Fig 3.23A, B: RICM images oD. discoideuncells on glass, in 17 mM (A) or 0.17 mM (B)
phosphate concentration (insert : magnificatiothefarea pointed by the arrow). Bar length = 20
pum. (C) levitating cells in 0.17 mM (cel), 0.034 mM (celR) and 0.017 mM (celB), Bar length
=1pm.

In the above figure, the RICM contrast differendettee levitating cells in the
three buffer solution suggests that the distan¢ed®n cell membrane and the substrate
is different at 0.17 mM, at0.034 mM and at 0.01&e(Biscussion).

Quantitative measurements of the percentage of adrent cells as a function

of concentration and nature of the ions

When the ionic concentration was raised, cells waske to come into close
contact with the surface and spread onto it, asaled by the appearance of dark spots
that enlarged gradually. The percentage of celks @bspread on the glass surface during
10 minutes increased sharply with the phosphatéebabncentration between 0.4 and
1.2 mM (Fig. 3.24).

Under a critical ionic concentration, 0.7 mM for SBore than 50% of the cells
levitate over the glass surface (Fig. 3.24). At iR phosphate buffer, it takes 10
minutes for all cells to spread, and this timeeduced to 7 s at 1.7 mM.

Therefore, an increase in ion concentration spapd=ll spreading. On the other

hand, the nature of the salt solution plays a &it role, as shown by the shift and the
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steepness of the cell spreading response to ;Ce@icentrations (Fig. 3.24, black

diamonds).

100
a0 |
20 A
70
60 -
a0
4|:| -
30
20 A
10
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] os 0.7 1 1.5 z

Salt concentration (mi)

Fig 3.24 Percentage ofD.
discoideum cells spreading
onto glass during a contact
time with the surface of 10
minutes, as a function of
O SB calcium chloride concentration
. cacCb (full diamonds) and phosphate

buffer concentration (open
circles).

Percentage of spread cells

Divalent ions were more efficient than monovalene®, since cells adhered at
salt concentrations comprised between 0.05 andral%CaCh.

When cells, previously spread on glass in 1.7 misphate sucrose buffer (Fig.
3.25A), were submitted to a reduction of the sumtbng ionic concentration down to
0.17 mM at a constant osmotic pressure, they reedaattached to the surface, but the
brightness of the contact area monitored by RICightlly increased (Fig. 3.25B). Since
the sucrose concentration is almost constant,gfaation index of the solution remains

unchanged.

Fig 3.25RICM images oD. discoideuntells on glass, in 1.7 mM phosphate sucrose b(#fer
and after dilution of the same sample to 0.17 @yl Bar length = 2Qum. Time betweer and
B is 150 s.

Therefore, the variation in the grey level is doeanh increase in the distance

between the cell and the surface (10-50 nanometdrgjer these conditions, protrusive
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activity still occurred along the cell margin, aslicated by the presence of fluctuating
white areas around the central stable dark zone.

The extent of dark cell-surface contact area waghtyy reduced, but all cells
remained attached to the surface. Cells are evert@move on the surface, forming new
contact zones despite electrostatic repulsion @@u25A and B represent the same cells,
B was taken 150 seconds after A). Taken togetheset observations show that binding
of the cell membrane to the surface, but not fathdhment, is sensitive to the nature and

the concentration of ions (Wolf, 1983).

In view of all these experiments, we examined wéethesides the existent
electrostatic repelling between the cell membran@ @ negative charged surface, the
specific nature of ions or molecules in experimestdutions surrounding the cells also

influence cell adhesion.

Is there a specific role played either by Ng K™ or both cations ?

It could be envisaged that a specific ionic charfoe Na’ or K" could be
responsible for cellular adherence. A specific rfde H® channel is out of question
because the two buffer solutions that fully allow prevent cell spreading (17 mM
phosphate buffer and respectively 0.17 mM sucrosmsphate buffer) have
approximately the same pH (6.1 and 6.3, respeg)ivéle, thus, prepared two buffer
solutions that contain only one type of cation: eso&tion was made of NaHO, and
NaHPO, (we denominated it for simplicity, SB-Na) and thémer one of KHPO, and
K>HPQO, (SB-K) in the same ratio as for Sorensen buff@)(Fhe pH values of SB-Na
and SB-K were 6.07 and 6.00, respectively. Thescallhered normally in both 17 mM
buffer solutions, whatever the nature of the cat®nSupplementary experiments with
four completely dissociated salts were performdokste ones were composed of different
types of cations and anions and do not contairptiesphate group: NaCl (pH = 5.85),
KCI (pH = 5.6), CsCl and LIiCIQ In each case, the cells adhered normally. Thhes, t
hypothesis of the existence of a specific mecharismlving sodium, potassium or

phosphate ions was rejected.
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Therefore, in conclusion, the cellular adherermenss to be energy involved in
close contact under the control of the electrastapulsion between cellular membrane
and substrate and is not the consequence of adwochl process involving specific ions

or ion channels.
Could sucrose play a role in electrostatic repel ?

Another possibility would be the impediment of itansport or cell movement
by sucrose. Thus, we replaced the sucrose withadl smganic molecule: a hydrophilic
amino acidcysteine. We prepared a buffer solution of 0.17 diMted SB, maintaining
osmotic pressure constant by using cysteine. Aselie were levitating in this buffer, we
concluded that the sucrose did not interfere itutagladherence.

Moreover, we choose two big organic moleculesyidel in water, to replace the
sucrose and prepare 0.17 mM buffer solutions: MEENEmorpholino)ethanesulfonic
acid, pKa = 6.09) and HEPES (4-(2 hydroxyetyl)-pigvazineethane sulfonic acide, pKa
= 7.67) — Table 3.5, Column 3.

Table 3.5 Organic zwitterionic salts replacing the sucrose

Solution: Inorganic Organic salts (concentration of Combined
type and Salt inorganic salts 0.17 mM) solution
composition | (C=17 mM) HEPES MES MES+NaOH

[HEPES] = 36 mM| [MES] = 36 mMm | [NaOH] = 11 mM

[MES] =17 mM
Observations  The cells| The cells didn’t Very few cells | The cells attached
attach attach attached very | immediately and
immediately slowly (after 2-3 | exploded after 1-2
minutes) minutes

It can be noticed that the voluminous organic mdkes could successfully
replace the sucrose in view of maintaining constenhotic pressure without helping the
cellular adherence. The second column is showefasance for the organic salts.

When we used MES + NaOH solutions, the cells becomand and stopped to
move because of the extreme pH values; the finacamtration of NaOH (5-19)

induced adhesion of all the cells on the surfaocki(on 5).
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3.3.2. Electrostatic attraction between D. discoidan cells and a APTES treated

glass surface

In order to reverse the electrostatic interactiooymf repulsive to attractive we

changed the glass surface charge by silanizateeN&aterials and Methods).

t=0.125s " t=0.25s =5s
Fig. 3.26 Effect of ionic concentration on D. discoideum adhesion on
aminopropyltrimethoxysilane treated glags, B: RICM images ofD. discoideumcells on
aminopropyltriethoxysilane (APTES) treated glasslihmM (A) or 0.17 mM B) phosphate
concentration. Bar length = 20um. C, D: Kinetics of cell spreading on
aminopropyltriethoxysilane treated glass in 17 n@®)l ¢r 0.17 mM D) phosphate concentration.
Bar length = 2Qum. The last image of each sequence is the maxiomhct area of the spreading
cells.

At physiological pH (6.1), aminopropyltriethoxysiea (APTES) replaced
silanolate anions by ammonium cations. On thisasexf cells spread whatever the ionic
concentration is (Fig. 3.26A and B). Furthermore047 mM, the cell-surface contact
area increased faster than at 17 mM (Fig. 3.26CD9rehd for most cells, the maximum
area reached by the fully spread cell was largéa. (8.26A and B). This shows that
electrostatic interactions between the cell mend@md positively charged surfaces are

significant at low ionic concentration and thatyttban be used to control cell adhesion.

112



As can be noticed, at low ionic concentration, {esisurface charges exert
forces strong enough to attract the cell to théaserand force spreading. After contact,
about 20 purhof cell membrane spread on the surface in less thg which is ten times
the average spreading rate observed at physiologice concentration (Fig. 3.26D).
This shows that electrostatic forces can be vepngtat short distances, and thus be able
to control cell adhesion.

3.3.3. Actin polymerization ofD. discoideuncells in state of levitation

Is there an oscillating actin polymerization activty for levitating cells like in
adherent cells ?

In order to follow the actin dynamics in LimE-GFEBlls levitating over glass or
ITO covered glass surface at 0.17 mM phosphateoseacbuffer, GFP fluorescence
variations were recorded over time.

Fig. 3.27A shows sequential pictures highlightinfjedent actin polymerization
events (white arrows). Distinct fluorescence evapgear randomly all over the cell and
are moving with respect to the surface while visilffluorescence recording over time
shows that actin polymerizes with peaks appeariaceror less regularly (Fig. 3.27B).

The first three events are separated by 8.4 s \whehe time interval for the next
event is 16.8 s, indicating that one event mighimigsing. Indeed, as the focal plane for
fluorescence recordings was fixed, the levitatied}, avhich was continuously moving,
was not fully accessible and fluorescence event®finis plane are not recorded. These
experiments reveal that fluctuating actin polymatian occurs even in the absence of
cell spreadingSome of these events might be related to endasyfsee fluorescence
peak at 55.2 s in Fig. 3.27A).
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Fig. 3.27 LImE**-GFP fluorescence kinetics in levitating celfs. Sequential images db.
discoideumexpressing LimE*-GFP levitating in 0.17 mM phosphate sucrose buffeer a
glass surface. Arrows indicate fluorescence maxamadividual events.

B. LImE**-GFP fluorescence variation as a function of timethe cell shown inX). Vertical
lines correspond to the same events highlightéd)n

Analysis of 8 levitating cells, confirms more orss¢ethe existence of regular
oscillatory actin polymerization activity duringviéation. The origin of this activity will

be discussed later.

In this subchapter, we showed how the living cetlald be kept in suspension at
a certain distance from the surface, despite thmarapmt gravity, using electrostatic
properties of the cells and surfaces. In the folhgamwo subchapters, we analyze two

different methods for adherence activation.
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